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## Part I

## Introduction

The ability to reduce everything to simple fundamental
laws does not imply the ability to start from those laws and reconstruct the universe. P.W. Anderson, More is different, 1972

## 1

## Introduction to heat transport

Thermodynamics gives a macroscopic description of matter in equilibrium and is an important ingredient for understanding diverse aspects in physics and has contributed enormously to the development of science and engineering in the last two century. The field of equilibrium statistical mechanics establishes a connection between the phenomenological macroscopic laws of thermodynamics and the microscopic description of matter. However, in many physical situations we encounter systems which are out of equilibrium and there is flow of mass, energy, charge etc across the system. Understanding the mechanisms of macroscopic transport in physical systems has been one of the interesting endeavors in physics. Transport is typically understood in terms of phenomenological equations, common examples of which include Ohm's law for electrical conduction and Fourier's law for heat conduction. However, it is not completely understood how the microscopic
dynamics, described for example by Newton's equations of motion for a classical system, would lead to macroscopic equations like Fourier's law, and this has been a puzzling and important question [r]. Enquiry into a microscopic derivation of these laws has given new results and insights over the past decades. In this thesis we will focus on the specific problem of the microscopic understanding of heat transport in one-dimensional systems.

## I.I Fourier law and its breakdown in one-dimensional systems

The phenomenological Fourier law has been highly successful in understanding diffusive heat transport behavior as seen in the vast majority of real materials. The law states that the local heat current $\bar{j}(\bar{r})$ at a point $\bar{r}$ is proportional to the local temperature gradient $\bar{\nabla} T(\bar{r})$, hence $(\bar{j}=$ $-\kappa \bar{\nabla} T)$, where the proportionality constant $\kappa$ defines the thermal conductivity of the material. For a system in one dimension, Fourier's law along with the energy conservation equation, implies that temperature in a system evolves diffusively, and is governed by the heat diffusion equation

$$
\begin{equation*}
\partial_{t} T(x, t)=D \Delta T(x, t) \tag{....I}
\end{equation*}
$$

where $D=\kappa / c_{v}$, with $c_{v}$ the specific heat capacity, $\kappa$ is here assumed (for simplicity) to be temperature independent, and $\Delta=\partial_{x}^{2}$ is the Laplacian operator in one dimension.

However, a large number of numerical work as well as analytic studies over the last several decades indicate the breakdown of Fourier's law in classical one-dimensional systems [2, 3, 4]. These studies suggest that energy transport in these systems is not diffusive but instead is super-diffusive. This is referred to as anomalous transport and some of the important signatures are the following:

- Diverging system-size dependent thermal conductivity, $\kappa(N) \sim N^{\alpha}$, where $N$ is the number of particles.
- Non-linear temperature profile in the non-equilibrium steady state which is present even for small temperature difference between the boundaries.
- Slow power-law decay (in time) of the equilibrium current auto-correlation function.
- Super-diffusive spreading of perturbations in equilibrium.

Besides numerical observations in many one-dimensional systems, the diverging thermal conductivity has now been observed experimentally in a few experiments on carbon-nanotubes $[5,6]$

## I. 2 Set-ups used to investigate anomalous transport

For the microscopic study one typically considers a system of $N$ particles, with positions $\left\{q_{x}\right\}$ and momenta $\left\{p_{x}\right\}, x=1,2, \ldots, N$, interacting with each other via a nearest neighbor potential $V\left(r_{x}\right)$ where $r_{x}=q_{x+1}-q_{x}$ is the local stretch. The system is described by a Hamiltonian

$$
\begin{equation*}
H=\sum_{x=1}^{N}\left[\frac{p_{x}^{2}}{2}+V\left(q_{x+1}-q_{x}\right)\right], \tag{I.2.I}
\end{equation*}
$$

where we have set to unity the masses of all the particles. The boundary conditions depend on the kind of transport set-up that we want to study and this will be discussed in the following sections. The dynamics in the bulk of the system is then given by the Hamiltonian equations of motion. In some cases (to be discussed later) one considers additional stochastic components in the bulk dynamics that respect the important conservation laws. We note that, associated with the above Hamiltonian, the total momentum $\sum_{x} p_{x}$ and the total energy $H$ are conserved quantities. The total stretch (or volume), $\sum_{x} r_{x}$, is another trivial but important conserved quantity. Generically, one expects no other conserved quantities. However, for very special forms of the potential, a system can have $N$ independent conserved quantities and such systems are called Integrable. One of the aims of this thesis will be to examine the role of integrability on energy transport. We briefly mention examples of some well-known integrable and non-integrable Hamiltonians, with momentum conservation, that have been studied in the context of heat transport.

## Integrable systems:

- Harmonic chain: $V(r)=k r^{2} / 2$
- Equal mass Hard particle gas (HPG): $V(r)=0, r>0, V(r)=\infty, r \leq 0$.
- Toda chain: $V(r)=(a / b) e^{-b r}$.


## Non-integrable systems:

- Fermi-Pasta-Ulam (FPU) chain: $V(r)=k r^{2} / 2+\alpha r^{3} / 3+\beta r^{4} / 4$.
- Alternate mass hard particle gas: In this model, the interaction potential is the same as for the equal mass HPG defined above. However, instead of all particles with the same mass, one considers a chain of particles with alternate particles having different masses, say $m_{1}$ and $m_{2}$.

One of the approaches used to understand dynamics of non-integrable chains is to study the closely related exactly solvable integrable systems [7]. Understanding differences in heat transport properties in different kinds of integrable systems have been an important direction [8]. Integrable models are not only useful as starting points for the study of non-integrable systems that are in close proximity - they also provide some exact results which can be used to check the accuracy of numerical codes. Studies of non-integrable systems have mainly been restricted to numerical approaches, though recently much progress have been made using the phenomenological approach of nonlinear fluctuating hydrodynamics $[9$, IO, II $]$. It is now well understood that momentum conservation causes singular advection of high wavelength modes and this leads to anomalous transport. However, there are exceptions where one finds anomalous transport despite momentum nonconservation [12].

There are two common set-ups to study thermal transport in a microscopic system, that are used to identify anomalous features in the transport properties.

## I.2.I ISOLATED SYSTEM SET-UP

This is used to study the spatio-temporal decay of equilibrium correlations. In this set-up one usually considers a ring geometry [shown in Fig. I.I(a)] with the $N$ particles evolving with the Hamiltonian equations of motion

$$
\begin{equation*}
\dot{q}_{x}=p_{x}, \quad \dot{p}_{x}=V^{\prime}\left(q_{x+1}-q_{x}\right)-V^{\prime}\left(q_{x}-q_{x-1}\right), \quad x=1, \ldots, N, \tag{I.2.2}
\end{equation*}
$$

with the periodic boundary conditions $q_{N+x}=q_{x}+L$, where $L$ is the total length of the lattice. We define the local stretch variable, $r_{x}=q_{x+1}-q_{x}$, and the local energy, $e_{x}=p_{x}^{2} / 2+V\left(r_{x}\right)$.


Figure 1.1: (a) Schematic showing the isolated periodic setup. (b) Schematic showing open setup connected to heat baths with different temperature at the ends.

The Hamiltonian dynamics exactly conserves the total energy, $\sum_{x=1}^{N} e_{x}$, the total momentum, $\sum_{x=1}^{N} p_{x}$, and the total stretch, $\sum_{x=1}^{N} r_{x}$. For non-integrable systems, these are typically the only conserved quantities and they constitute the slowly evolving hydrodynamic variables. In this set-up one then prepares the system in an appropriate equilibrium ensemble (at specified temperature $T$, pressure $P$ and zero average momentum) and computes the equilibrium spatio-temporal correlations of the conserved variables. These equilibrium correlations provide information on transport properties of the system. The local energy satisfies a local continuity equation

$$
\begin{equation*}
\partial_{t} e_{x}+\partial_{x} j_{x}=0, \text { with } j_{x}=\frac{1}{2}\left(p_{x+1}+p_{x}\right) V^{\prime}\left(r_{x-1}\right) \tag{1.2.3}
\end{equation*}
$$

which gives us the definition of the microscopic local current density. The total current operator is defined as $J=\sum_{x} j_{x}$.

Common signature indicating anomalous transport in the isolated set-up are:

- Super-diffusive spreading of spatio-temporal correlations of conserved quantities in equilibrium, for example

$$
C_{e e}(x, t)=\left\langle e_{x}(t) e_{0}(0)\right\rangle-\left\langle e_{x}(0)\right\rangle\left\langle e_{0}(0)\right\rangle \sim \frac{1}{t^{\gamma}} f\left(\frac{x}{t^{\gamma}}\right),
$$

with $1 / 2<\gamma<1$ and the width of the energy spread growing as $\sigma^{2}(t) \sim t^{\beta}, 2>\beta>1$. When $\gamma=1 / 2$, the transport is diffusive while when $\gamma=1$, the transport is ballistic. Another indicator which is commonly used in simulations are spatio-temporal spreading of


Figure 1.2: Equilibrium correlations in the Fermi-Pasta-Ulam chain: (a) Spread of energy correlations in equilibrium.The inset shows the anomalous scaling of the central peak at different times with $\gamma=3 / 5$. (b) Slow decay of energy current correlations as $\left\langle J_{e}(t) J_{e}(0)\right\rangle \sim t^{-2 / 3}$.
an initial pulse. This spreading is related to the correlations of the conserved quantity when the strength of the initial pulse is small. A typical example of the energy spread is shown in Fig. I.2(a).

- Secondly one finds a slow decay of total equilibrium energy current, $\langle J(t) J(0)\rangle \sim t^{(\delta-1)}, 0 \leq$ $\delta \leq 1$ [see Fig. I.2(b)]. This slow decay of equilibrium current correlations leads to a diverging thermal conductivity, via the Green-Kubo formula $[\mathrm{I}, 3]$

$$
\begin{equation*}
\kappa=\frac{1}{k_{B} T^{2}} \lim _{\tau \rightarrow \infty} \lim _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{\tau} d t\langle J(t) J(0)\rangle . \tag{I.2.4}
\end{equation*}
$$

One can heuristically argue that the upper limit in the time-integral above can be set to the system size $N$ to give a size-dependent conductivity and this leads to the relation $\alpha=\delta$ (we recall that $\kappa(N) \sim N^{\alpha}$.

## I.2.2 OPEN SYSTEM SET-UP

In this case, the system of interacting particles is connected to heat baths which keep the two ends at fixed temperatures, as shown in Fig. I.I(b) - this makes the system boundary driven. A standard way of modeling the baths is through adding Langevin-type terms to the equations of motion of


Figure 1.3: NESS properties of the Fermi-Pasta-Ulam chain: (a) Diverging thermal conductivity with system size. (b) Non-linear temperature profile for FPU- $\beta$ chain. The black curve shows temperature profile for diffusive system. Image taken from [Dhar, 2008]
the boundary particles, so that the dynamical equations of motion are

$$
\begin{align*}
& \dot{q}_{x}=p_{x}, 1 \leq x \leq N \\
& \dot{p}_{1}=V^{\prime}\left(q_{2}-q_{1}\right)-V^{\prime}\left(q_{1}-q_{0}\right)-\lambda p_{1}+\sqrt{2 \lambda T_{L}} \eta_{L} \\
& \dot{p}_{x}=V^{\prime}\left(q_{x+1}-q_{x}\right)-V^{\prime}\left(q_{x}-q_{x-1}\right), 2 \leq x \leq N-1  \tag{1.2.5}\\
& \dot{p}_{N}=V^{\prime}\left(q_{N+1}-q_{N}\right)-V^{\prime}\left(q_{N}-q_{N-1}\right)-\lambda p_{N}+\sqrt{2 \lambda T_{R}} \eta_{R}
\end{align*}
$$

where $\eta_{x}, x=L, R$, are Gaussian white noise with $\left\langle\eta_{x}(t)\right\rangle=0,\left\langle\eta_{x}(t) \eta_{y}\left(t^{\prime}\right)\right\rangle=\delta_{x, y} \delta\left(t-t^{\prime}\right)$. Two widely used boundary conditions $(\mathrm{BC})$ are: fixed BC with $q_{0}=q_{N+1}=0$, and free BC with $q_{0}=q_{1}$ and $q_{N+1}=q_{N}$. The system then evolves to a non-equilibrium steady state (NESS) characterized by a stationary temperature profile and a non-zero current flowing in the system. The microscopic local current operator is again given by Eq. (1.2.3) and the average NESS heat current $\langle j\rangle$ can be computed. The thermal conductivity would be obtained as $\kappa=N\langle j\rangle / \delta T$, where we consider a small temperature bias $\delta T=\left(T_{L}-T_{R}\right)>0$, and take the limit of large $N$.

For systems with anomalous transport, one then finds that

- the conductivity diverges with system size as $\kappa \sim N^{\alpha}, 0<\alpha \leq 1$. A typical example for FPU chain is shown in Fig. I.3(a).
- the temperature profile is nonlinear even for arbitrarily small $\delta T$ with singularities at the boundaries. A typical example is shown in Fig. I.3(b). In contrast, for a diffusive system the steady state temperature profile is linear.

In the open system set-up, one finds that transport depends not only on the bulk properties but also on the choice of baths and boundaries and a general framework to understand transport in open systems is lacking.

## I. 3 Summary of previous work

Here we briefly discuss some of the previous work for understanding heat transport. More detailed references in the appropriate context are provided in the respective chapters.

Integrable systems: The problem of heat conduction in a classical integrable ordered ID harmonic crystal was studied by Rieder, Lebowitz and Leib [13] and by Nakazawa [14] by finding the exact non-equilibrium covariance matrix in the Gaussian NESS, and later by Roy and Dhar [15] using the approach of non-equilibrium Green's functions. They were able to show that the bulk temperature profile was flat and given as the average of the two bath temperatures. The current in the steady state was shown to be independent of system size in the thermodynamic limit, which is expected since there is no mechanism for scattering of phonons, and transport is ballistic. In case of equilibrium correlations of conserved quantities, exact results for the correlations of velocity spatiotemporal correlations were obtained in the papers by Montroll and Mazur [16] for the harmonic chain and by Jepsen [17] for the hard particle gas. The energy current decay in the ordered Toda chain was studied by [18, 19].

Integrable systems typically have no scattering mechanism. Introducing new scattering processes in an integrable system manifests in many interesting phenomena. Some ways of introducing scattering mechanism and breaking integrability are by - (i) introducing disorder in the system, (ii) introducing an-harmonic interactions and (iii) introducing stochastic components in the dynamics, in addition to the Hamiltonian evolution. Next, we review some of the previous research in these directions for heat transport in one dimensional systems.

Disordered Harmonic chain: Heat conduction in harmonic chains with mass disorder are expected to be affected by the similar physics as of Anderson localization. Matsuda and Ishii [20] showed that all high frequency modes in a disordered harmonic chain were exponentially localized. The NESS of the disordered harmonic chain with different baths and boundary conditions were
studied by Connors and Lebowitz [21], who found $\kappa \gtrsim N^{-1 / 2}$, and by Rubin and Greer [22], who obtained $\kappa \gtrsim N^{1 / 2}$. The study by Casher and Lebowitz[23] shows that the system approaches a unique stationary state for a variety of baths. It was later proven rigorously that $\kappa \sim N^{-1 / 2}$ [24] for the Connors-Lebowitz model and $\kappa \sim N^{1 / 2}$ [25] for the Rubin-Greer model. It was shown by Dhar [26] that the conductivity in general depends strongly on boundary conditions and spectral properties of baths, and the previous results are special cases. One of the conclusions is thus that scattering by including disorder does not lead to normal heat transport.

Anharmonic chains: The case of equilibrium and non-equilibrium transport in non-integrable chains was studied by many authors before, here we give a very brief summary of the previous studies: The first study of heat conduction in anharmonic chain was explored in by Lepri [27, 28] where they studied the Fermi-Pasta-Ulam (FPU) model in both the open non-equilibrium setup and the isolated equilibrium set-up. In the non-equilibrium case they found that $\kappa \sim N^{0.37}$ and a highly nonlinear temperature profile for relatively small temperature differences, while the equilibrium current correlation showed a slow decay $\sim t^{-0.63}$. This clearly indicated anomalous transport with the conductivity divergence exponent $\alpha \sim 0.37$. A more recent study found $\alpha \sim 0.33$ [29]. Somewhat surprisingly, a study of the asymmetric $\alpha-\beta$ FPU chain and other asymmetric nonlinear potentials [30] found that in special parameter regimes, the system could exhibit normal transport. Subsequently it was pointed out by Das, Dhar, Narayan [31] and Wang, Li, Hanggi[32] that this could be attributed to finite size effects, and that in the large system, long time limit, one would always find anomalous behavior. The other extensively studied model of ID heat transport is the alternate mass hard particle gas which was first studied by Casati [33] and then later by several other authors $[34,35,36,37,38]$. Here again one finds anomalous transport, with $\alpha \approx 0.33$, but the issue of slow convergence to the asymptotic behavior and possible finite size effects is there as has been pointed out in [38]. The conclusion from the numerical studies is therefore that one-dimensional anharmonic systems with momentum conservation exhibit anomalous transport with a divergent thermal conductivity $\kappa \sim N^{\alpha}$. It is also found that anharmonic chains with momentum conservation typically show non-linear temperature profiles which are characteristics of anomalous transport. The precise value of $\alpha$, the question of universality classes and of finite-size effects, are some issues that are not clearly obtained from the numerical studies.

Analytical approaches for anharmonic chains:
Theoretical understanding of super-diffusive transport has been obtained using several approaches. Some of these include:
(a) Kinetic theory which describes thermal transport by considering the dynamics of a gas of phonons and treats the scattering between phonons by assuming that the non-linear effects are small and can be treated perturbatively [39, 40, 41, 42, 43].
(b) Non-linear fluctuating hydrodynamics (NLFH) [9, 10, II, 44] which considers the evolution of the slow conserved fields at a coarse-grained level and, along with mode coupling theory, makes detailed predictions on the form of equilibrium spatio-temporal correlation functions of the conserved fields. In particular, it predicts the super-diffusive spreading of energy perturbations and the slow decay of energy current auto-correlation functions. For generic anharmonic systems with three conserved quantities (volume, momentum, energy), this theory predicts that there are two moving sound modes with a constant velocity and one stationary heat mode. Though this is not exhaustive, one expects two broad univerality classes :

- For symmetric potentials at zero pressure, NLFH predicts that the sound modes spread diffusively $\left(t^{1 / 2}\right)$ and the heat mode spreads with Levy $-3 / 2$ characteristics. The currentcorrelation decay exponent is found to be $\delta=1 / 2$.
- For asymmetric potentials the prediction is that the sound modes exhibit correlations as those in the Kardar-Parisi-Zhang (KPZ) $\left(t^{2 / 3}\right)$ and the heat mode with that of Levy $-5 / 3$. The current-correlation decay exponent is obtained to $\delta=1 / 3$.

There have been several extensive numerical studies of equilibrium correlations of the conserved quantities in the FPU system [45] and the hard-particle gas [46] to verify the predictions of NLFH. These studies find the expected heat mode and two sound modes in the equilibrium correlations. It was found that the scaling exponents for the spreading of these modes had a very good agreement with the predictions from NLFH theory. The scaling parameters and the scaling functions were in close agreement with the theoretical expectation in some parameter regimes but this was not the case in all parameter regimes studied. We note that Alder and

Wainwright [47, 48] numerically studied the slow decay of velocity autocorrelations in hard spheres which was understood in the framework of fluctuating hydrodynamics in [49].
(c) The study of specific exactly solvable stochastic models [ $50,51,52$ ] gives a more rigorous hold on anomalous transport. Stochastic models were studied by [53] for uncoupled stochastic oscillators, where they showed that the model satisfied Fourier's law. Similar stochastic models [ 54,55$]$ has been used as a simple model version for understanding complex systems. In the models for anomalous transport, one considers harmonic chains whose Hamiltonian dynamics is perturbed by stochastic noise that breaks integrability of the system, but while maintaining the three important conservation laws. These models thus attempt to mimic nonlinear chains for which it is usually difficult to obtain any exact result. For these stochastic models, exact results have been obtained in the isolated system set-up, showing the slow decay of current correlations as well as the super-diffusive spreading of perturbations. It was also shown that these models lead to super-diffusive spreading of energy that is reminiscent of a Lev́y walk and a fractional equation evolution. Some analytic results have also been obtained for the open system [ $56,57,58,59]$. The harmonic chain with stochastic flips of velocity, which does not conserve momentum, was studied by [60] and was shown to have diffusive transport. Another simplified model showing super-diffusive transport characterized by two conserved quantities was introduced by Bernardin and Stoltz [52]. In this thesis we study some questions related to these models.

## I. 4 Problems addressed in this thesis

In this thesis, we explore several analytically tractable models of anomalous transport - one involving transport properties of an integrable Hamiltonian system and the other on stochastic systems which are solvable in the sense that the dynamical equations for correlations form closed sets of equations at every order.

In the first part of the thesis (Chapter 2 and Chapter 3), we study transport in Hamiltonian integrable one-dimensional systems. We first study the equilibrium spatio-temporal correlations of conserved quantities in an interacting integrable system (Toda chain) in the isolated set-up. In special
limiting cases, the Toda chain reduces to either the Harmonic chain or the hard particle gas. In these cases, we find exact expressions for the spatio-temporal correlations of the three standard conserved quantities. We find that in general the correlations have the scaling form as $(1 / t) f(x / t)$, which is a signature of ballistic transport. We then explore the differences in equilibrium spatio-temporal correlations between integrable Toda chain and the non-integrable truncated Toda chain. In contrast to the integrable system, the equilibrium correlations in the non-integrable systems have a slower spreading with a scaling form $\left(1 / t^{\gamma}\right) f\left(x / t^{\gamma}\right)$, with $1 / 2<\gamma<1$. Despite these differences, we find that some of the tools from hydrodynamic theory used for non-integrable transport can be useful to study integrable transport. Next, we study the Toda system in an open set-up. It is believed that ballistic transport in this setup would manifest through a system-size independent current and a flat temperature profile across the system. This is consistent with our studies in the open Toda chain at various limits, which thus confirms ballistic transport.

In the second part of the thesis (Chapter 4 and Chapter 5 ), we study two exactly solvable stochastic models which show super-diffusive transport. These stochastic models, introduced to mimic the anomalous behavior of the non-integrable FPU-like models, have a linear Hamiltonian part with added stochastic noise which conserves energy, momentum and volume but otherwise destroys integrability $\left[4,5_{2}, 6 \mathrm{I}\right]$. For the case where transport in the system is diffusive, the heat equation provides an understanding of macroscopic description for the time-evolution of the temperature profile both in the open and closed system framework. We ask as to whether a similar equation exists for anomalous systems described by these stochastic models. The analytical tractability of these models arises from the fact that two-point correlations form closed set of equations.

Here we consider two such models in the open set-up - the Harmonic Chain with Momentum Exchange (HCME) and the Harmonic Chain with Volume Exchange (HCVE), and show that a non-local fractional diffusion equation emerges as a suitable replacement to the heat diffusion equation for describing super-diffusive energy transport in these models. The fractional equation in both the systems, is then solved to recover closed expressions for the temperature profile and current in NESS and is also used to describe the energy relaxation starting from arbitrary initial conditions. In the HCVE model, the evolution of correlation functions is also studied. All results are extensively verified with microscopic simulation of the system. In the case of HCME, we also consider
the question of writing a fractional equation with Langevin-type noise, to describe fluctuations in the system.

## Part II

# Transport and correlations in Integrable 

## Systems

## 2

## Equilibrium correlations in classically

## Integrable Toda chain

## 2.I Introduction

There has been a lot of recent interest in equilibrium correlations of conserved quantities in onedimensional Hamiltonian systems, in particular in the form of their spatio-temporal evolution. Remarkable predictions have been obtained for the form of spatio-temporal correlations in systems of one-dimensional fluids and anharmonic chains, using the framework of fluctuating hydrodynamics $[9$, Io, II, 44]. For generic nonlinear systems with three conserved quantities (mass, momentum, energy), it has been predicted that there are two sound modes which exhibit correlations as those in the Kardar-Parisi-Zhang (KPZ) equation, and a single heat mode showing characteristics of a Levy walk. These predictions have been verified in many systems [45, 46, 62]. These studies of equilibrium fluctuations of conserved quantities have led to some progress in resolving the long standing puzzle of anomalous heat transport in one dimensional systems $[2,3,4]$. The general consensus now is that in one dimensional momentum conserving non-integrable systems, heat transport is anomalous, and the heat conductivity $\kappa$ diverges with system size as $\kappa \sim N^{\alpha}$, with $0 \leq \alpha \leq 1$. The decay of equilibrium fluctuations shows similar anomalous features which lead to a understanding of the non-equilibrium state via linear response.

An important aspect, which affects transport and fluctuations in a many-body system, is the integrability of the Hamiltonian. In this chapter we are going to study transport in one-dimensional interacting integrable system and make comparisons with the non-integrable systems. In particu-
lar we study the well known Toda chain [63], first introduced in 1967 as example of an integrable one-dimensional ( ID ) system. The chain is characterized by non-linear interactions of exponential type between nearest neighbors. The exact solvability of the model was studied in $[64,65]$ where it was reported how to construct a full set of conserved quantities using the Lax pair formalism. The periodic lattice was studied in $[66,67]$ using the inverse scattering method. In the limit of large anharmonicity the chain is characterized by soliton solutions, which are stable wave packets localized in real space. For infinite chains the isolated soliton solution was found by Toda [63]. For periodic finite chains one can find exact solutions, the so-called cnoidal waves, which are periodic trains of solitons [63, 18]. The equilibrium thermodynamic properties such as specific heat, etc [68] can be studied by performing exact integrals with respect to Gibbs distribution. Although special exact classes of solutions are known for the Toda chain, finite temperature dynamical properties such as correlation functions are hard to access analytically. There have been some attempts to study finite temperature dynamical properties of Toda chain through non-interacting soliton gas analogy [ $69,70,71$ ] and through taking classical limit of a quantum Toda chain [72]. The quantum Toda chain was solved using Bethe ansatz in [73, 74]. A review of various static and dynamic properties of the Toda chain can be found in [75].

Energy transport in the Toda chain was studied in [19], where the decay of current correlations and overlap of currents with other conserved quantities were studied in the context of Mazur inequalities. A careful numerical study was carried out in [ 18 ] looking at the decay of current correlations in finite systems prepared in canonical equilibrium. It was pointed out that the Mazur relations needed to be modified and that one needed to take projections of the current to not just the conserved quantities but also to their bilinear combinations. Among the other results in [18], the existence of special "cnoidal" solutions in the periodic Toda chain was noted and the effect of cubic and quartic perturbations on the decay of conserved quantities was studied.

To test the role of integrability in heat transport, it is interesting to study transport in perturbed integrable systems. The effect of solitons on the heat transport in Toda chain and its perturbations was studied in [76]. The diatomic alternate mass Toda chain which is non-integrable was studied in [77] where it was found that the thermal conductivity $\kappa$ diverges with system size $N$ as as $\kappa \sim N^{0.34}$. Heat transport in Toda chain perturbed with conservative noise was studied in
[78, 79] where again it was seen that the current decays with system size (anomalously). In [80] it was pointed out that the Fermi-Pasta-Ulam (FPU) chain can be studied as a perturbation of Toda chain and that they exhibit similar behavior at short times.

Another motivation for our study is from the context of recent studies on thermalization in integrable quantum systems. It has been shown that integrable quantum systems prepared in special initial conditions, relax to a state that can be described by a Generalized Gibbs Ensemble (GGE), i.e. thermal equilibrium state is described by a distribution $P=e^{-\sum_{n} \lambda_{n} I_{n}} / Z\left(\left\{\lambda_{n}\right\}\right)$, where $I_{n}$ are the conserved quantities of the system, $\lambda_{n}$ are corresponding Lagrange multipliers and $Z$ is the appropriate partition function [81]. On the other hand, typical states and also typical energy eigenstates are described by the usual Gibbs ensemble (with only temperature specified) [82, 83]. An interesting question then is to see how integrability shows up in the dynamics of the system when it is prepared in an initial thermal Gibbs state.

In this chapter we investigate the spatio-temporal equilibrium correlations of fluctuations of the three conserved quantities: stretch, momentum and energy in the Toda chain. The equilibrium state is chosen to correspond to the one with specified temperature $(T)$ and pressure $(P)$ with zero average momentum. Our main results are as follows:

- In all parameter regimes we find from numerical simulations that the correlations exhibit ballistic scaling, which means that all correlation functions have the form $C(x, t)=(1 / t) f(x / t)$, where $f$ is some scaling function (non-universal). In contrast, we show that with non-integrable perturbations of the Toda chain, correlation functions scale as $C(x, t)=\left(1 / t^{\alpha}\right) f\left(x / t^{\alpha}\right)$, with $1 / 2<\alpha<1$, where $f$ is universal scaling function.
- In two limiting cases, the Toda system reduces to the harmonic chain and the hard particle gas respectively. In these cases we are able to compute all correlation functions exactly. We show that there is excellent agreement between direct simulations of the Toda chain with these exact results.
- We follow the prescription used in the theory of fluctuating hydrodynamics of non-integrable anharmonic chains and carry out a transformation to the three "normal" modes corresponding to the three conserved quantities. We find that one can then again see a separation of the
heat and sound modes, but unlike the non-integrable case, here the cross correlations between different modes are non-vanishing even at long times.
- Finally we study the differences of non-equilibrium transport in open system connect to heat baths in integrable and non-integrable system. We find that integrable Toda chain cannot support a temperature gradient and the temperature profile is flat. However, the bulk temperature in different limits of Toda chain are different. We also find that the thermal conductivity diverges linearly with system size. When a non-integrable perturbation is added to the Toda chain, a non-linear temperature profile develops suggesting anomalous transport.

The plan of the chapter is as follows. In Sec. (2.2) we precisely define the Toda chain model and give a summary of some known exact results. In Sec. (2.3) we present analytical and numerical results for spatio-temporal correlations in two special limiting cases of the Toda system, namely the harmonic chain and the hard particle gas. The numerical results for spatio-temporal correlations of the three conserved quantities in the Toda chain are presented in Sec. (2.4). We also discuss the form of correlation functions of integrable Toda chain in the normal-mode basis and compare differences of spatio-temporal correlations in integrable and non-integrable systems. In Sec. (2.5) we discuss the non-equilibrium transport in open Toda system connected to heat baths and study the effect of non-integrable perturbation of Toda potential on the NESS profiles. We summarize the main findings of this chapter in Sec. (2.6).

### 2.2 Toda chain: Model, definitions and summary of some exact results

We first define the Toda model on a ring geometry. We consider $N$ particles with position $q_{x}$, momentum $p_{x}$ with $x=1, \ldots, N$. We define a "stretch" variable $r_{x}=q_{x+1}-q_{x}$. The Toda Hamiltonian is given by

$$
\begin{align*}
& H=\sum_{x=1}^{N} \frac{p_{x}^{2}}{2}+V\left(r_{x}\right)  \tag{2.2.I}\\
& \text { where } V\left(r_{x}\right)=\frac{a}{b} e^{-b r_{x}},
\end{align*}
$$

and we take periodic boundary conditions $q_{N+1}=\sum_{x=1}^{N} r_{x}=q_{1}+L, q_{0}=q_{N}-L$, where $L$ is the length of the lattice. The equations of motion are

$$
\begin{equation*}
m \ddot{q}_{x}=-a\left[e^{-b\left(q_{x}-q_{x-1}\right)}-e^{-b\left(q_{x+1}-q_{x}\right)}\right], \quad x=1, \ldots, N . \tag{2.2.2}
\end{equation*}
$$

### 2.2.I Lax pairs and conservation laws in Toda chain

Toda chain is defined as

$$
\begin{equation*}
V\left(r_{x}\right)=\frac{a}{b} e^{-b r_{x}}=C e^{-b r_{x}} . \tag{2.2.3}
\end{equation*}
$$

Equations of motion are:

$$
\dot{r}_{x}=p_{x+1}-p_{x}, \dot{p}_{x}=C b\left(e^{-b r_{x-1}}-e^{-b r_{x}}\right),
$$

With a change of variables $a_{x}=p_{x} / 2$ and $d_{x}=\sqrt{V\left(r_{x}\right)} / 2=e^{-b r_{x} / 2} / 2$ and using the notation $\tilde{a}_{x}=b a_{x}$ and $\tilde{d}_{x}=\sqrt{C b^{2}} d_{x}$ the equations of motion (EOM) can be written as

$$
\begin{equation*}
\dot{\tilde{d}}_{x}=\tilde{d}_{x}\left(\tilde{a}_{x}-\tilde{a}_{x+1}\right), \dot{\tilde{a}}_{x}=2\left(\tilde{d}_{x-1}^{2}-\tilde{d}_{x}^{2}\right) . \tag{2.2.4}
\end{equation*}
$$

These EOM can be cast in the form of $\frac{d L}{d t}=[L, A]$, where $L$ and $A$ are Lax pair matrices with elements

$$
\begin{equation*}
L_{i j}=\tilde{a}_{x} \delta_{x y}+\tilde{d}_{x} \delta_{x, y+1}+\tilde{d}_{x-1} \delta_{x, y-1}, A_{i j}=\tilde{d}_{x} \delta_{x, y+1}-\tilde{d}_{x-1} \delta_{x, y-1}, \tag{2.2.5}
\end{equation*}
$$

The Lax solution is written as $\frac{d L}{d t}=[L, A]$. It can be shown [64] that the which says eigenvalues of $L$ are constant in time and so are any of their symmetric combinations. The conserved quantities are given as

$$
\begin{equation*}
I_{m}=\frac{2^{m}}{m} \operatorname{Tr} L^{m} \tag{2.2.6}
\end{equation*}
$$

The first few conserved quantities are,

$$
\begin{align*}
& I_{1}=\sum_{x=1}^{n} \tilde{p}_{x}=b \sum_{x=1}^{n} p_{x}, \\
& I_{2}=\sum_{x=1}^{n} \frac{\tilde{p}_{x}^{2}}{2}+\tilde{V}\left(r_{x}\right)=\frac{b^{2}}{2}\left[\sum_{x=1}^{n} \frac{p_{x}^{2}}{2}+\frac{a}{b} V\left(r_{x}\right)\right], \\
& I_{3}=\sum_{x=1}^{n} \frac{\tilde{p}_{x}^{3}}{3}+\left(\tilde{p}_{x}+\tilde{p}_{x+1}\right) \tilde{V}\left(r_{x+1}\right)=\frac{b^{3}}{3}\left[\sum_{x=1}^{n} \frac{p_{x}^{3}}{3}+\left(p_{x}+p_{x+1}\right) \frac{a}{b} V\left(r_{x+1}\right)\right],  \tag{2.2.7}\\
& I_{4}=\frac{b^{4}}{4}\left[\sum_{x=1}^{n} \frac{p_{x}^{4}}{4}+\left(p_{x}^{2}+p_{x} p_{x+1}+p_{x+1}^{2}\right) \frac{a}{b} V\left(r_{x+1}\right)+\frac{a^{2}}{2 b^{2}} V\left(r_{x}\right)^{2}+\frac{a^{2}}{b^{2}} V\left(r_{x}\right) V\left(r_{x+1}\right)\right] .
\end{align*}
$$

In addition we have a trivial but important conserved quantity $I_{0} \equiv \sum_{x=1}^{N} r_{x}$, in the case of periodic boundaries. As we can see, the higher order conservation laws become more non-local in space.

Limiting cases: If one takes the limit $b \rightarrow 0, a \rightarrow \infty$ with $a b=\omega^{2}$ constant, then one gets a harmonic chain with spring constant $\omega^{2}$. In addition there is a large linear term which can be canceled with an appropriate "pressure" term [adding a term $\operatorname{Pr}$ to the potential $V(r)$ with $P=a$ ]. On the other hand in the limit $b \rightarrow \infty$ the potential vanishes for $r>0$ and is infinite at $r<0$, thus mimicking a hard-particle gas. As we will see later, in these limiting cases, all dynamical correlations can be exactly computed. In both these cases, some equilibrium dynamical results were already known [17, 16, 84, 85] and even many exact properties of the non-equilibrium steady state are known [13, 15, 3].

Solitons and phonons: As noted in [18] the Toda chain on the ring has a family of the so-called "Cnoidal" wave solutions that are periodic in time and space, very similar to the normal modes of a harmonic chain. For harmonic lattice the overall amplitude of the normal modes is a free parameter and apart from this freedom, there are exactly $N$ independent periodic solutions each specified by a wave-vector $k$ and a corresponding frequency $\omega_{k}$ (independent of amplitudes). For the nonlinear Toda lattice, one can again construct $N$ solutions specified by wave-vectors $k$ but there is a free "non-linearity" parameter depending on the amplitude $A$ of the solution and in this case, the frequencies depend on $A$. The explicit solutions are stated in [18]. Here we note the observation made there, that for small amplitudes, the Cnoidal waves look like sinusoidal waves or phonons (the normal modes of a harmonic lattice) while for large amplitudes, they look like trains of solitons
(localized excitations).
In the hard particle gas limit, the dynamics consist of particles moving ballistically and exchanging velocities on collision. A velocity pulse would simply pass un-scattered through this system. Thus this limit is characterized by "non-interacting" solitons. So we see that the two limiting cases discussed above correspond to excitations being either phonon-like or soliton-like and for general parameters, we expect a mixture of these two.

### 2.2.2 Definitions for equilibrium spatio-temporal correlations

Specification of the equilibrium state and definition of correlation functions: The Toda chain has a large number of conserved quantities, and accordingly one can construct generalized ensembles which are invariant distributions. Such general ensembles are specified by a set of $N$ Lagrange multipliers corresponding to the $N$ conserved quantities. Here we restrict our discussion to the special case where the initial state is prepared such that only the conserved quantities energy, stretch and momentum are specified while all other Lagrange multipliers are set to zero. More specifically we prepare the system initially in a state described by the following canonical ensemble (with zero average momentum) and at specified temperature $T$ and pressure $P$ :

$$
\begin{equation*}
\operatorname{Prob}\left(\left\{r_{x}, p_{x}\right\}\right)=\frac{e^{-\beta \sum_{x=1}^{N}\left[p_{x}^{2} / 2+V\left(r_{x}\right)+P r_{x}\right]}}{Z} \tag{2.2.8}
\end{equation*}
$$

where the partition function is simply given by $Z=\left[\int_{-\infty}^{\infty} d p \int_{-\infty}^{\infty} d r e^{-\beta\left(p^{2} / 2+V(r)+P r\right)}\right]^{N}$.
Corresponding to the three global conserved quantities ( $I_{0}, I_{1}, I_{2}$ ), we can define the local conserved fields $r_{x}(t), p_{x}(t), e_{x}(t)=p_{x}^{2} / 2+V\left(r_{x}\right)$. It is easy to see that they satisfy the continuity equations

$$
\begin{align*}
& \partial_{t} r_{x}=p_{x+1}-p_{x} \\
& \partial_{t} p_{x}=V^{\prime}\left(r_{x}\right)-V^{\prime}\left(r_{x-1}\right)  \tag{2.2.9}\\
& \partial_{t} e_{x}=p_{x+1} V^{\prime}\left(r_{x}\right)-p_{x} V^{\prime}\left(r_{x-1}\right) .
\end{align*}
$$

Defining a local pressure variable $P=-V^{\prime}(r)$, and the discrete derivative $\partial_{x} f(x)=f(x+1)-$
$f(x)$ we see that the above equations can be written in the following form

$$
\begin{align*}
\partial_{t} r_{x}(t)+\partial_{x} j_{r}(x, t) & =0,  \tag{2.2.10}\\
\partial_{t} p_{x}(t)+\partial_{x} j_{p}(x, t) & =0, \\
\partial_{t} e_{x}(t)+\partial_{x} j_{e}(x, t) & =0, \text { where } \\
{\left[j_{r}(x, t), j_{p}(x, t), j_{e}(x, t)\right] } & =\left[-p_{x}(t), P_{x-1}(t), p_{x}(t) P_{x-1}(t)\right]
\end{align*}
$$

Next, we define the fluctuations of the fields from their equilibrium values as

$$
\begin{equation*}
u_{1}(x, t)=r_{x}(t)-\langle r\rangle, u_{2}(x, t)=p_{x}(t), u_{3}(x, t)=e_{x}(t)-\langle e\rangle, \tag{2.2.II}
\end{equation*}
$$

where $\langle\ldots\rangle$ denote average over the initial equilibrium state. We will look at the following dynamic correlation functions:

$$
\begin{equation*}
C_{\alpha \nu}(x, t)=\left\langle u_{\alpha}(x, t) u_{\nu}(0,0)\right\rangle, \tag{2.2.12}
\end{equation*}
$$

with $\alpha, \nu=1,2,3$. The average is over initial conditions chosen from Eq. (2.2.8) and the dynamics in Eq. (2.2.2) [or equivalently the first two equations in Eq. (2.2.9)].

Sum rules: We note here [iI, 4] that the correlation functions of conserved quantities satisfy the following exact sum rules (see appendix for derivation), in the limit $N \rightarrow \infty$

$$
\begin{align*}
\sum_{x} C^{\alpha \beta}(x, t) & =\sum_{x} C^{\alpha \beta}(x, 0),  \tag{2.2.13}\\
\frac{d}{d t} \sum_{x} x C^{\alpha \beta}(x, t) & =\left\langle J^{\alpha}(0) u^{\beta}(0,0)\right\rangle, \\
\frac{d^{2}}{d t^{2}} \sum_{x} x^{2} C^{\alpha \beta}(x, t) & =2\left\langle J^{\alpha}(t) j^{\beta}(0,0)\right\rangle \tag{2.2.14}
\end{align*}
$$

$$
\text { where } J(t)=\sum_{x} j(x, t) .
$$

These sum rules serve as useful check of numeric simulations. Further they provide useful information on transport properties. For example, the last of the above equation enables one to relate total current correlations to spreading of correlation functions of corresponding conserved quantities. One can then try to say something about non-equilibrium transport via linear response theory
[86, 87]. For the case of the integrable models studied here, we see ballistic scaling of correlations of all conserved currents, and this immediately implies that the corresponding total currents do not decay to zero in the infinite time limit.

### 2.3 Correlation functions in the special limiting cases of Toda lattice

Exact results for the correlations of velocity $\left\langle p_{x}(t) p_{0}(0)\right\rangle$ were obtained in the papers by Montroll and Mazur [16] for the harmonic chain and by Jepsen [17] for the hard particle gas. The dynamics of harmonic crystal being linear and the initial conditions taken from Gaussian distribution makes it simple to obtain exactly the full set of correlations $C_{\alpha \beta}(x, t)$. It turns out that for the hardparticle gas, one can use a recently developed formalism [84], to again compute the full set of correlation functions. Here we outline the computation for the harmonic case and summarize the results for the HPG (see next chapter for details).

### 2.3.I EQuilibrium correlations in Harmonic chain

The Hamiltonian for the harmonic chain is given by

$$
\begin{equation*}
H=\sum_{x=1}^{N} \frac{p_{x}^{2}}{2}+\frac{\omega^{2} r_{x}^{2}}{2} \tag{2.3.1}
\end{equation*}
$$

where $r_{x}=q_{x+1}-q_{x}$ and we assume periodic boundary conditions $r_{0}=r_{N}$ and $p_{N+1}=p_{1}$. The variables $\left\{r_{x}, p_{x}\right\}$ satisfy the equations of motion

$$
\begin{align*}
\partial_{t} r_{x} & =p_{x+1}-p_{x}  \tag{2.3.2}\\
\partial_{t} p_{x} & =\omega^{2}\left(r_{x}-r_{x-1}\right) .
\end{align*}
$$

Defining Fourier transform variables $\tilde{r}_{k}=\sum_{x=1}^{N} e^{-i k x} r_{x}, \tilde{p}_{k}=\sum_{x=1}^{N} e^{-i k x} p_{x}$, these satisfy the equations

$$
\partial_{t}\binom{\tilde{r}_{k}}{\tilde{p}_{k}}=\hat{T}\binom{\tilde{r}_{k}}{\tilde{p}_{k}}, \text { where } \hat{T}=2 i \sin (k / 2)\left(\begin{array}{cc}
0 & e^{i k / 2} \\
\omega^{2} e^{-i k / 2} & 0
\end{array}\right) .
$$

Let $\hat{S}$ be the matrix which diagonalizes $\hat{T}$, i.e, $\hat{S}^{-1} \hat{T} \hat{S}=i \Lambda$, where $\Lambda=\operatorname{diag}(-\lambda, \lambda)$ with $\lambda=$ $2 \omega \sin (k / 2)$. Then the solution of the above equation is given by

$$
\begin{align*}
\binom{\tilde{r}_{k}(t)}{\tilde{p}_{k}(t)} & =\hat{S} e^{i \Lambda t} \hat{S}^{-1}\binom{\tilde{r}_{k}(0),}{\tilde{p}_{k}(0)}  \tag{2.3.3}\\
& =\left(\begin{array}{cc}
\cos (\lambda t) & \frac{i e^{i k / 2}}{\omega} \sin (\lambda t) \\
i \omega e^{-i k / 2} \sin (\lambda t) & \cos (\lambda t)
\end{array}\right)\binom{\tilde{r}_{k}(0)}{\tilde{p}_{k}(0)} .
\end{align*}
$$

The translational invariance of the problem means that the correlation matrix

$$
C(x, t)=\left(\begin{array}{ll}
\left\langle r_{x}(t) r_{0}(0)\right\rangle & \left\langle r_{x}(t) p_{0}(0)\right\rangle  \tag{2.3.4}\\
\left\langle p_{x}(t) r_{0}(0)\right\rangle & \left\langle p_{x}(t) p_{0}(0)\right\rangle
\end{array}\right)
$$

is given by

$$
\begin{align*}
C(x, t) & =\frac{1}{N} \sum_{k} \tilde{C}(k, t) e^{i k x}  \tag{2.3.5}\\
\text { where } \tilde{C}(k, t) & =\left(\begin{array}{cc}
\left\langle\tilde{r}_{k}(t) \tilde{r}_{-k}(0)\right\rangle & \left\langle\tilde{r}_{k}(t) \tilde{p}_{-k}(0)\right\rangle \\
\left\langle\tilde{p}_{k}(t) \tilde{r}_{-k}(0)\right\rangle & \left\langle\tilde{p}_{k}(t) \tilde{p}_{-k}(0)\right\rangle
\end{array}\right) . \tag{2.3.6}
\end{align*}
$$

Using the solution in Eq. (2.3.3) and the fact that (since the initial distribution is taken from a Gibbs ensemble with temperature $T$ )

$$
\tilde{C}(k, 0)=\left(\begin{array}{cc}
\left\langle\tilde{r}_{k}(0) \tilde{r}_{-k}(0)\right\rangle & \left\langle\tilde{r}_{k}(0) \tilde{p}_{-k}(0)\right\rangle \\
\left\langle\tilde{p}_{k}(0) \tilde{r}_{-k}(0)\right\rangle & \left\langle\tilde{p}_{k}(0) \tilde{p}_{-k}(0)\right\rangle
\end{array}\right)=\left(\begin{array}{cc}
T / \omega^{2} & 0 \\
0 & T
\end{array}\right),
$$

we get

$$
\tilde{C}(k, t)=T\left(\begin{array}{cc}
\cos (\lambda t) / \omega^{2} & \frac{i e^{i k / 2}}{\omega} \sin (\lambda t) \\
\frac{i e^{-i k / 2}}{\omega} \sin (\lambda t) & \cos (\lambda t)
\end{array}\right) .
$$

Doing inverse Fourier transform gives $C(x, t)$ [Eq. (2.3.5)]. After straightforward manipulations and going to large $N$ limit we get the following explicit correlation matrix:

$$
\begin{align*}
C_{r r}(x, t) & =T \mathcal{J}_{2|x|}(2 \omega t) / \omega^{2},  \tag{2.3.7}\\
C_{r p}(x, t) & =T\left(-\frac{\mathcal{J}_{2|x|-1}(2 \omega t)}{\omega} \Theta(-x)+\frac{\mathcal{J}_{2|x|+1}(2 \omega t)}{\omega} \Theta(x)\right), \\
C_{p r}(x, t) & =T\left(-\frac{\mathcal{J}_{2|x|+1}(2 \omega t)}{\omega} \Theta(-x)+\frac{\mathcal{J}_{2|x|-1}(2 \omega t)}{\omega} \Theta(x)\right), \\
C_{p p}(x, t) & =T \mathcal{J}_{2|x|}(2 \omega t),
\end{align*}
$$

where $\mathcal{J}_{n}(z)$ is the Bessel function of first kind and $\Theta(x)$ is the Heaviside theta function. Since the process is Gaussian, the energy correlation is derived using expressing higher order moments in terms of two-point correlation functions, thus $C_{e e}(x, t)=\left[C_{r r}^{2}(x, t)+C_{r p}^{2}(x, t)+C_{p r}^{2}(x, t)+\right.$ $\left.C_{p p}^{2}(x, t)\right] / 2$.

### 2.3.2 Equilibrium Correlations in Hard particle gas

The explicit correlations for the hard particle gas is derived in the next chapter (Chapter 3). Here we summarize the results. For the HPG, the equilibrium Gibbs distribution means that initial velocities of all particles are chosen from the Maxwell distribution with variance $\bar{v}^{2}=T$, while the positions of the $N$ particles are chosen from a uniform distribution within a finite region of length $L$. In the thermodynamic limit with $N, L \rightarrow \infty$ with finite density $\rho=N / L$, the correlations in the bulk of the system are given by:

$$
\begin{align*}
C_{r r}(x, t) & =\frac{1}{\rho^{3} \sigma_{t}} \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}}  \tag{2.3.8}\\
C_{p p}(x, t) & =\frac{\bar{v}^{2}}{\rho \sigma_{t}}\left(\frac{x}{\rho \sigma_{t}}\right)^{2} \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}} \\
C_{e e}(x, t) & =\frac{\bar{v}^{4}}{4 \rho \sigma_{t}}\left[\left(\frac{x}{\rho \sigma_{t}}\right)^{4}-2\left(\frac{x}{\rho \sigma_{t}}\right)^{2}+1\right] \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}},
\end{align*}
$$

where $\sigma_{t}=\bar{v} t$.


Figure 2.1: (a,b) Toda chain with parameters $a=20.0, b=0.05, P=20.0, T=1.0, N=256$ at time $t=80$. This corresponds to the harmonic limit. The simulations of the Toda are compared with the exact harmonic chain correlation functions (red dashed lines) as given in text. Here $\omega^{2}=1$, hence $C_{r r}=C_{p p}$. (c) Toda chain with parameters $a=0.1, b=10.0, P=$ $0.1, T=1.0, N=1024$ corresponding to hard-particle limit, at time $t=400$. The solid black lines are the values of exact correlation function, as given in text (with $\sigma_{t}=\rho \bar{v} t$ ).

### 2.4 Equilibrium correlations of Toda chain

We now first present results from direct simulations on the form of these different correlation functions. In our simulations we explore different parameter regimes and in the two limiting cases, compare our results with the exact results of the previous section.

### 2.4.I Numerical results for correlations of conserved Quantities

Numerical details: The Toda-chain is simulated by numerically evaluating Eq. (2.2.2) using the velocity-Verlet algorithm. We choose a small time-step ( $d t \leq 0.01$ ) in the simulations which keeps the total energy and momentum constant to a high accuracy (relative error less than $10^{-6}$ for energy and $10^{-4}$ in $I_{3}$ ). To capture the equilibrium correlations, we prepare the system in an initial state in a canonical $(T, P)$ ensemble by drawing random numbers $p, r$ for each particle from the distribution $e^{-\beta\left(p^{2} / 2+V(r)+P r\right)} / Z$ through inverse transform sampling. For the partition function to be bounded, we require that pressure is non-zero for Toda Lattice. The full set of spatio-temporal correlation functions, defined in Eq. (2.2.12) are computed by taking averages over $10^{6}-10^{7}$ initial conditions.

We present numerical results and discuss their scaling in three different parameter regimes. These correspond to the harmonic and hard particle limits and an intermediate regime. In the former


Figure 2.2: Diagonal correlation functions Eq. (2.2.12) for Toda lattice for two different times (dashed line indicates later time). The black dashed line show position of sound velocity as predicted from Eq. (2.4.3) at the two times (a) Harmonic Limit at time $t=80,120$ [parameters of Fig. 2.1(a)]. (b) Toda chain with parameter $a=1, b=1, P=1, T=1, N=1024$ at time $t=200,300$. (c) Hard-Particle limit [parameters of Fig. 2.1(c)] at time $t=200,400$.
cases, comparisons are made with the exact results stated in the previous section. For the three conserved quantities we will use the notation $r \leftrightarrow 1, p \leftrightarrow 2, e \leftrightarrow 3$.

Case I: $a=20, b=0.05, P=20.0, T=1.0-$ In this limit, the Toda lattice is expected to show similar characteristics of the harmonic lattice. In Fig. 2.I(a) and 2.I(b) we show results for the diagonal correlations $C_{r r}, C_{e e}$ in the Toda lattice respectively and compare them with exact harmonic chain results as given in Eqs. (2.3.8). We find an excellent agreement. For our parameters, the effective spring constant $\omega^{2}=1$ and hence $C_{r r}=C_{p p}$. The correlations are extended and oscillatory. In Fig. 2.2(a), the momentum and energy spatio-temporal correlations are shown for two different times illustrating how they spread with time. The speed of sound here is $c \approx 1$. In Fig. 2.3(a) and 2.3(b), we plot the same data after scaling the $x$ and $y$ axes by factors of $1 / t$ and $t$ respectively (ballistic scaling). We see a good collapse in the bulk with some deviations near the sound peaks, which occur near the edge.

Case II: $a=1.0, b=1.0, P=1.0, T=1.0$ - This corresponds to the intermediate regime and we no longer see the oscillations in the correlations. In Fig. 2.2(b), the momentum and energy correlations are shown for two different times. The speed of sound here is $c=0.8833 \ldots$. The stretch and momentum correlations only have peaks at the edges, while the energy correlation has an additional small peak in the middle. In Fig. 2.3(b) we see that there is a very good ballistic scaling of the correlation functions.

Case III: $a=0.1, b=10.0, P=0.1, T=1.0-$ This corresponds to the hard particle gas limit and again we see no oscillations. In Fig. 2.I(c) the results for correlation functions from direct simulations of the Toda chain are compared with the exact results for the hard particle gas in Eq. (3.3.5).


Figure 2.3: The diagonal correlation functions Eq. (2.2.12) for Toda lattice in various limits for two different times are plotted with ballistic scaling. (a) and (b) shows collapse momentum and energy correlations respectively in harmonic limit with parameters that of Fig. 2.2(a). Although the scaling is good in the bulk, the edges show significant deviations. (c) shows ballistic scaling for Toda with parameters as that of Fig. 2.2(b). In (d) we show ballistic scaling in the hard particle limit with parameters as in Fig. 2.2(c).

We again see excellent agreement with the numerical data. We now see that the nature of correlations are very different. The stretch correlation has a single peak at the center and energy correlation has a relatively large central peak. In Fig. 2.2(c) the correlations are shown at two different times. The speed of sound is $c=0.1709 \ldots$ while Fig. 2.3(c) shows the expected ballistic scaling.

### 2.4.2 Normal mode description of correlations

In the usual hydrodynamic theory of anharmonic chains [II], it is convenient to go to a description in terms of "normal" hydrodynamic modes of the system. The normal modes, which we will denote by $\left(\phi_{+}, \phi_{0}, \phi_{-}\right)$consist of linear combinations of the original field $\left(u_{1}, u_{2}, u_{3}\right)$ chosen in such a way that the correlation matrix becomes approximately diagonal at long times, i.e, the cross correlations between different modes become negligible at long times. At the level of linearized hydrodynamics, for the diagonal elements of the correlation matrix, well-separated peaks for each mode is seen. Specifically one finds (at the linear level) a single diffusively spreading heat mode and two propagating sound modes moving with speeds $\pm c$. While it is not obvious what such a normal mode transformation will achieve for our integrable system, we nevertheless proceed to construct such a transformation (using the three variable description) and analyze the correlations in this basis.

We briefly review the construction of the normal mode transformation, starting with the microscopic continuity equations given by Eq. (2.2.1o). The conserved currents $j_{\alpha}$ are then expanded
about their equilibrium value up to linear order in the fields leading to the linear equations

$$
\begin{equation*}
\partial_{t} u_{\alpha}(x, t)+\partial_{x}\left(A^{\alpha \beta} u_{\beta}(x, t)\right)=0 \tag{2.4.1}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccc}
0 & -1 & 0 \\
\partial_{l} P & 0 & \partial_{e} P \\
0 & P & 0
\end{array}\right)
$$

The partial derivatives above are computed using the equilibrium equation of state $P=P(l, e)$ where $l=\langle r\rangle, e=\langle e\rangle$. The diagonalization of the matrix $A$ leads to the form $R A R^{-1}=$ $\operatorname{diag}(-c, 0, c)$, where the matrix $R$ is completely fixed by the normalization condition $R C(t=$ 0) $R^{T}=1$, with $C$ the correlation matrix. We refer the reader to [II] for explicit expressions. The constant $c$ corresponds to the sound velocity and can be computed explicitly from equilibrium correlation functions through the formula [II]

$$
\begin{equation*}
c^{2}=\frac{1}{\Gamma}\left(\frac{1}{2 \beta^{2}}+\langle V+P y ; V+P y\rangle\right), \tag{2.4.2}
\end{equation*}
$$

with $\Gamma=\beta\left(\langle y ; y\rangle\langle V ; V\rangle-\langle y ; V\rangle^{2}\right)+\frac{\langle y ; y\rangle}{2 \beta}$, and where $\langle A ; B\rangle=\langle A B\rangle-\langle A\rangle\langle B\rangle$. For the Toda potential one can simplify Eq.(2.4.2) to get the form

$$
\begin{equation*}
c^{2}=\frac{b^{2}}{\beta} \frac{\left(2 z^{2} \psi^{(1)}(z)-2 z+1\right)}{\left[(2 z+1) \psi^{(1)}(z)-2\right]}, \tag{2.4.3}
\end{equation*}
$$

where $z=\frac{\beta P}{b}$ and $\psi^{(1)}(z)$ is Polygamma function which is defined as $\psi^{(1)}(z)=\frac{d^{2}}{d z^{2}} \log (\Gamma(z))$ and $\Gamma(z)$ is the standard Gamma-function. It is interesting to note that for the special case with $P=b$, the above formula is very close to one derived in [70].

For small $b$ and $P=a$, Eq. (2.4.3) can be expanded to give the expected speed of sound in a harmonic chain $c=\sqrt{a b}$. In the other limit, when $b \rightarrow \infty$ and the external pressure is $P$ the above formula gives the hard particle limit $c=\sqrt{3 \beta} P$. These two limits can also be obtained in the high temperature (corresponding to large $b$ ) and low temperature limits (small b) by expanding with respect to $z$, leading to the same expressions for speed of sound to the leading order.


Figure 2.4: Normal mode representation- Case I with parameters $a=1, b=1, P=1, T=1$ and $N=1024$. (a) Heat and sound modes plotted together at times $t=200$ (red), $t=300$ (blue) and $t=350$ (green). The two sound modes move to left and to the right with velocities $\mp c$ (vertical dashed lines indicate the distance $c t$ ). (b) The sound modes at the three times are scaled ballistically and we see a good collapse even at small times. (c) The heat modes are scaled ballistically.

The normal mode transformation is then defined by $\phi_{s}=\sum_{\alpha} R_{s, \alpha} u_{\alpha}$, for $s=+, 0,-$. We can then compute correlations for these normal modes

$$
\begin{equation*}
C_{r s}=\left\langle\phi_{r}(x, t) \phi_{s}(0,0)\right\rangle, \tag{2.4.4}
\end{equation*}
$$

for $r, s=+, 0,-$. As we will see this normal mode transformation separates the two sound modes $s=+,-$ moving with velocity $\pm c$ respectively and the heat mode $s=0$. All the modes continue to show ballistic scaling. We now show numerical data of the correlations in normal modes for the Toda chain in various parameter regimes.

Case I: $a=1.0, b=1.0, P=1.0, T=1.0-$ In Fig. 2.4(a) we show the sound and heat modes plotted together at three different times $t=200,300,350$. The speed of sound is $c=0.883 \ldots$ The scaled right moving sound modes and the scaled heat modes are plotted in Fig. 2.4(b) and Fig. 2.4(c) respectively. The scaling collapse is very good even for short times. The sound mode is broad and asymmetric. The heat mode on the other hand has a broad central peak and also significant side peaks. The amplitude of heat mode is much less than that of sound mode, which implies less scattering. In Figs. 2.4(b) and 2.4(c) we show the ballistic scaling of the right moving sound mode and the heat mode. Note that the shift by $c t$ for the sound mode is not really necessary to see scaling collapse for the ballistic case. Typically we find that the off-diagonal correlations are of same magnitude as that of the diagonal correlations.

Case II: $a=1.0, b=1.0, T=5.0, P=1.0-$ In Fig. $2.5(\mathrm{a})$ we show the three normal modes correlations plotted together. The speed of sound in this case is $0.6232 \ldots$. At high temperatures the dynamics is controlled by solitons, which are moving slower than their phonon counterparts. At


Figure 2.5: Normal mode representation - Case II with parameters parameters $a=1.0, b=1.0, P=1.0, T=5.0$ and $N=1024$. (a) Heat and sound modes plotted together, at times $t=200$ (red), $t=300$ (blue) and $t=450$ (green). The two sound modes move to the left and to the right with speed $c$ (vertical dashed lines indicate the position $c t$ ). (b) This shows the ballistic scaling of the sound modes at the three different times. These are now almost Gaussian (shown by black solid line with standard deviation $\sigma=0.1982 \ldots$ ). (c) This shows the ballistically scaled heat mode. The amplitude of the heat and sound modes are now comparable.


Figure 2.6: Normal mode representation-Case III with parameters $a=0.1, b=10.0, P=0.1, T=1.0$ and $N=$ 1024 , corresponding to the large anharmonicity limit. (a) This shows the heat and the two sound modes at times $t=300$ (red), $t=400$ (blue) and $t=500$ (green). The distances $x= \pm c t$ are marked with vertical dashed lines. (b) This shows the ballistic scaling of the sound modes. (c) This shows ballistic scaling of the heat mode.
this temperature the phonon-soliton interaction is negligible and the sound mode is symmetric and fits well to a Gaussian with $\sigma=0.1982$, while the heat mode has faster decay. Another feature is that at high temperatures the diagonal correlations are at least an order of magnitude larger than the cross-correlations. In Figs. 2.5(b) and 2.5(c) we show the ballistic scaling of the left moving sound mode and the heat mode.

Case III: $a=0.1, b=10.0, T=1.0, P=1.0$ - In Fig. 2.6(a) we show the three normal modes correlations plotted together, in a parameter regime corresponding to the hard particle limit. The speed of sound is 0.17093 . The heat and sound modes now have single peaks but these are broad and with significant overlap at all times. Also note that the heat mode is larger in amplitude than the two sound modes unlike the other cases. In Figs. 2.6(b) and 2.6(c) we show the ballistic scaling


Figure 2.7: Figure shows all correlation functions between the three locally conserved quantities ( $r, p, e$ ) for (a) truncated Toda chain [potential given by Eq. (2.4.5)] and parameters $P=0, T=0.5, N=8192$ at time $t=2000$. (b) Toda chain with $a=1, b=1, P=1$ and all other parameters the same as in (a).


Figure 2.8: (a) Sound and Heat modes for truncated Toda chain (Eq. (2.4.5)) with parameters $P=0.0, T=0.5, N=8192$ at times $t=2000$ (red) $t=3000$ (blue) and $t=3500$ (green). The black dashed line show the positions $\pm c t$ and coincide with the peaks of the sound modes. (b) This shows the expected KPZ-scaling of the sound modes, with exponent $2 / 3$ as per hydrodynamics prediction. (c) This shows the heat mode scaling with the the expected Levy exponent $3 / 5$.


Figure 2.9: This shows the cross correlations between the normal modes at $t=2000$ which are smaller than their respective diagonal correlations for (a) Truncated Toda chain with parameters as given in Fig. 2.7(a). (b) Toda chain with same parameters as Fig. 2.7 (b).
of the right moving sound mode and the heat mode.

### 2.4.3 EQUilibrium correlations in truncated Toda chain

To see the huge effect of integrability on the form of correlations, we show results from a simulation with a potential corresponding to a truncated Toda potential with parameters $P, T$ chosen to be close to the actual Toda simulations. Note that truncation leads to an FPU potential and is expected to destroy integrability. For the parameters $a=b=1$, the truncated Toda potential to quartic order is given by

$$
\begin{equation*}
V_{t r}(r)=\frac{r^{2}}{2}-\frac{r^{3}}{6}+\frac{r^{4}}{24} \tag{2.4.5}
\end{equation*}
$$

and we set $P=0.0, T=0.5$ to match the equilibrium properties of the corresponding integrable Toda chain with parameters $a=1, b=1, P=1, T=0.5$. With this parameters, the speed of sound in truncated Toda chain is $c=1.004 \ldots$ and for Toda chain is $c=0.938 \ldots$ which is about a $6 \%$ difference.

In Fig. 2.7 we show a comparison of the correlation functions of Toda chain with the corresponding truncated Toda chain. We see that they show significant qualitative differences. In particular for the truncated Toda (FPU) chain, the correlation functions show localized and wellseparated peaks, while in the Toda chain, they are broad and overlapping. The cross correlations are of similar order in both cases and we will now see how this changes when we transform to normal mode basis. The normal mode representation more clearly shows the difference between the Toda results and the FPU.

Finally we show that the normal mode representation also brings out clearly the striking differences between integrable and non-integrable models. In Figs. 2.8(a) and 2.8(b) we plot the normal mode correlations for the truncated Toda chain whose correlations (in usual variables) were presented in Fig. 2.7(a). We see the striking differences between these and the corresponding plots for the Toda chain in Figs. (2.4,2.5,2.6). In particular we see that for the non-integrable case, the sound modes show the KPZ scaling form $C_{++}(x, t)=f_{+}\left((x+c t) /\left(\lambda_{s} t^{2 / 3}\right)\right) /\left(\lambda_{s} t\right)^{2 / 3}$, while the heat modes show Levy-5/3 scaling $C_{00}=f_{0}\left(x /\left(\lambda_{h} t^{3 / 5}\right)\right) /\left(\lambda_{h} t\right)^{3 / 5}$, where $f_{+, 0}$ and $\lambda_{s, h}$ are appropriate scaling functions and scaling factors. The cross correlation between the three normal modes in the truncated Toda lattice is shown in Fig. 2.9(a) and for Toda chain in Fig. 2.9(b). In this case
we see that for both the Toda chain and its truncated version, the off-diagonal correlations between heat and sound modes are much smaller than the diagonal correlations. The main difference between the two cases is that in the truncated Toda chain, the modes are localized around sound peak, while for integrable Toda chain they have a broad spreading.

### 2.5 Non-equilibrium transport in Toda chain connected to heat baths

In a non-equilibrium setup, we attach two heat-bath in different temperature ( $T_{L}$ and $T_{R}$ ) at the two ends of the lattice and let the system evolve sufficiently to equilibrium. The equations of motion are taken to be those in Eq. (2.2.1) with the Toda inter-particle potential $V(r)=(a / b) e^{-b r}$,

$$
\begin{align*}
& \dot{p}_{1}=-a e^{-b\left(q_{2}-q_{1}\right)}+a e^{-b\left(q_{1}-q_{0}\right)}-\lambda p_{1}+\sqrt{2 \lambda T_{L}} \eta_{L}, \\
& \dot{p}_{x}=-a e^{-b\left(q_{x+1}-q_{x}\right)}+a e^{-b\left(q_{x}-q_{x-1}\right)}, 2 \leq x \leq N-1,  \tag{2.5.I}\\
& \dot{p}_{N}=-a e^{-b\left(q_{N+1}-q_{N}\right)}+a e^{-b\left(q_{N}-q_{N-1}\right)}-\lambda p_{N}+\sqrt{2 \lambda T_{R}} \eta_{R},
\end{align*}
$$

and we choose fixed boundary conditions $q_{0}=0$ and $q_{N+1}=L$ and with $\eta$ is the Gaussian white noise with zero mean and unit variance. The non-equilibrium driving at the boundaries gives rise to a non-zero current in the system which leads to a temperature profile interpolating between the boundary temperatures. The local temperature given as $\left\langle v^{2}\right\rangle$ is measured, along with current in the NESS of the system by averaging over time for around $10^{6}$ data points (each data point is taken after time intervals 10). From Eq. (I.2.3), we get the current on the bond $x$ to $x+1$ as

$$
\begin{equation*}
j_{x}=\frac{1}{2}\left(p_{x}+p_{x+1}\right) V^{\prime}\left(q_{x+1}-q_{x}\right) . \tag{2.5.2}
\end{equation*}
$$



Figure 2.10: Non-equilibrium simulations of the Toda chain: (a) Temperature profile for Toda chain of size $N=128$ with $T_{L}=$ 3 and $T_{R}=1$ and parameters $a=b=1$ (b) Ballistic scaling of conductivity, $\kappa$, with system size $N$. The parameters for Toda chain are $a=1, b=1, \rho=1$ with fixed boundary conditions. In all our simulations the bath dissipation constant $\lambda=1$.

For small temperature differences, the thermal conductivity is given in terms of current in the system as

$$
\begin{equation*}
\kappa=\frac{N\langle j\rangle}{\left|T_{L}-T_{R}\right|}, \tag{2.5.3}
\end{equation*}
$$

where $\langle j\rangle=\sum_{x=1}^{N-1}\left\langle j_{x}\right\rangle /(N-1)$. As expected we find [see Fig. (2.1o)] that in the NESS, the temperature profile is flat and the thermal conductivity increases linearly with system size ( $\kappa \sim N$ ). These are consistent with ballistic transport in integrable system. Note that in contrast, in a diffusive system, the temperature profile would be linear and thermal conductivity $\kappa$ would be independent of system size, while for an anomalous system the temperature profile is non-linear and $\kappa \sim N^{\alpha}$ with $\alpha<1$. An interesting question is to explore the dependence on the value of the bulk temperature (say $T_{a v}$ ) on the system parameters. We first note a simple scaling relation for the temperature. The Langevin equations of motion, Eq. (2.5.2), have the following scaling symmetry: the transformations $x \rightarrow s x, b \rightarrow b / s, a \rightarrow s a, T \rightarrow s^{2} T$ and $L \rightarrow s L$ leaves the equations invariant. Using this we can write the following exact scaling relation for the temperature in the Toda lattice:

$$
\begin{equation*}
T\left(s a, b / s, s^{2} T_{L}, s^{2} T_{R}, \rho / s\right) / s^{2}=T\left(a, b, T_{L}, T_{R}, \rho\right), \tag{2.5.4}
\end{equation*}
$$

and a similar expression for current. This shows that the temperature, density and non-linearity parameters play a role interchangeably in determining the effective anharmonicity in the system. In


Figure 2.11: Test of scaling for different $b$ and $T$ as stated in Eq. (2.5.4) with fixed boundary conditions. We simulate the left hand side of the equation for various values of $s$. In all simulations the system size is $N=16, T_{L}=4, T_{R}=1$, dissipation constant $\lambda=1$ and $a=1 / b$. In the NESS, the average temperature in hard particle gas limit is almost $T_{a v}=2.4 \neq \sqrt{T_{L} T_{R}}$ while in the harmonic limit we find $T_{a v}=2.5=\left(T_{L}+T_{R}\right) / 2$.

Fig. (2.II) we test this scaling relation in the hard-particle gas and harmonic chain limits. It is known exactly that for the harmonic chain attached to Langevian baths $T_{a v}$ is given by $\left(T_{R}+T_{L}\right) / 2$ while for the hard particle gas attached to Maxwell baths, it is given by $\sqrt{T_{L} T_{R}}$. The case of hard particle gas with Langevian baths has not been studied before. In our simulation results in Fig. (2.II), we find that for the Toda chain in the harmonic limit, we do get $T_{a v}=\left(T_{R}+T_{L}\right) / 2$, while in the hard particle gas limit we do not obtain the expected value $\sqrt{T_{L} T_{R}}$. Emperically we find that $T_{a v} \approx$ $\sqrt{T_{1} T_{N}}$ where $T_{1}, T_{N}$ are the temperatures of the boundary particles.

Energy transport in quartic perturbation of Toda chain: Next, we add a small quartic perturbation to the Toda chain which again breaks the integrable structure (in a different way than the truncated Toda). The quartic perturbation to Toda lattice is defined by taking the interaction potential to be

$$
\begin{equation*}
V(r)=\frac{a}{b} e^{-b r}+\delta \frac{r^{4}}{4} \tag{2.5.5}
\end{equation*}
$$

The perturbed Toda is non-integrable and has three conservation laws with momentum conservation, hence we expect it to have anomalous transport. Here we study the effects of perturbing Toda chain on the non-equilibrium temperature profile and current. One must note that the Toda potential is a highly non-linear system and breaking its integrability is very different from breaking of integrability by adding perturbation in the linear harmonic chain. This makes it interesting to study


Figure 2.12: Non-Equilibrium simulations of Toda Lattice in different limits and perturbations. The left bath is kept at temperature $T_{L}=4$ and right bath is at temperature $T_{R}=1$. All simulations are for system size $N=512, \rho=1$. (a) perturbations in the Harmonic Limit $a=10, b=0.1$. Surprisingly, for small perturbation, the profile is almost linear. (b) perturbations on Toda parameters $a=1.0, b=1.0$ and (c) perturbations on Hard particle limit $a=0.1, b=10$. We see as we go to hard-particle limit, a greater temperature gradient is set up for same perturbation.
the crossover of transport from ballistic to anomalous.
The perturbations to exponential interaction is of interest as it can help understand the effects of non-linearity in heat transport. It has been suggested before that FPU chain can be viewed as a perturbation of Toda chain [80]. In the hard-particle limit, the lattice is governed by solitons, which are space localized. Any small perturbation in space affects the stability of the solitons and hence they break. In the harmonic limit the dynamics is governed by phonons localized in Fourier space. On small perturbations in real space, the large wavelength modes will be less affected. Here we study the non-equilibrium properties of the perturbed Toda chain. Further, to study the robustness of Toda lattice to quartic perturbations, we study the temperature profile in the harmonic chain and hard particle gas limits, with perturbations of the same strength.

In all the simulations, the density of the chain is kept fixed at $\rho=1$. In harmonic limit, the parameters are $a=10, b=0.1$ and in hard-particle limit the parameters are $a=0.1, b=10$. Three different perturbations ( $\delta=0.01,0.1,0.5$ ) are applied and the resulting temperature gradient and heat current is studied. Fig. (2.12) shows that with the same perturbation strength, a greater temperature gradient is set up in case of high anharmonicity. The temperature profile also shows unexpected behavior as the perturbation is increased. In harmonic limit, $b=0.1$, a quadratic perturbation of $\delta=0.01,0.1,0.5$ shows increase in temperature gradient as expected. Interestingly, for small perturbation, the profile is almost linear. In case of HPG limit surprisingly, a perturbation of $\delta=0.5$ creates a lesser temperature gradient than a perturbation of $\delta=0.1$.

### 2.6 Conclusion

We have studied the spatio-temporal equilibrium correlation functions of the fluctuations of three conserved quantities (stretch, momentum and energy) in the Toda chain. We found analytical expressions of these correlations in two different limits of the Toda chain, namely harmonic chain and hard particle gas and verified them in direct molecular dynamics simulations. The two limits can be argued to correspond to either phonon dominated dynamics or soliton dominated dynamics.

For generic parameter regimes, our numerical data shows that the Toda correlations always exhibit ballistic scaling. We pointed out that this form is completely different from the correlations seen in a truncated Toda potential, which exhibits the universal scaling forms predicted by nonlinear fluctuating hydrodynamics of generic anharmonic chains. We carried out the transformation to normal modes following the approach of hydrodynamics (for the three variables) and found that this is still useful in separating the multiple peaks seen in correlation functions of the conserved variables in an integrable system. Also, an explicit formula for the speed of sound is obtained. Unlike non-integrable systems, the normal modes have peaks with large width (i.e. the width of the peaks scale linearly with time). Precise conditions and proofs are necessary for ballistic scaling of space-time correlations in classical integrable systems and remains an open interesting problem. The question is also of interest in the context of integrable quantum systems. We have further studied the transport in Toda chain connected to heat baths. The ballistic transport in this system implies that the thermal conductivity diverges linearly with the system size and the temperature profile is flat in all parameter regimes. However the precise value of the constant bulk temperature profile is the average of two boundary temperatures only in the harmonic limit, while it is different in other cases, including the hard-particle limit. We systematically study and comment on the temperature profile for various cases. Finally, we studied the effect of non-integrable perturbations on the temperarature profile and find that they immediately lead to non-flat temperature profiles.

### 2.7 Appendix

### 2.7.I Sum Rules

Here we outline the proofs of the sum rules mentioned in Sec. (2.2). The zeroth sum rule says that for a conserved quantity, the total correlations of the system remain constant in time, i.e,

$$
\begin{equation*}
\sum_{x} C^{\alpha \beta}(x, t)=\sum_{x} C^{\alpha \beta}(x, 0) \tag{2.7.1}
\end{equation*}
$$

Recall that we are interested in correlations of the fluctuations around equilibrium values $u_{\alpha}(x, t)=$ $I_{\alpha}(x, t)-\left\langle I_{\alpha}\right\rangle$. Let us also define the current fluctuations as $\Delta j_{\alpha}(x, t)=j_{\alpha}(x, t)-\left\langle j_{\alpha}\right\rangle$ and the total current $J^{\alpha}(t)=\sum_{x} j^{\alpha}(x, t)$. From the equations of motion we get

$$
\partial_{t} u^{\alpha}(x, t)=\Delta j_{x-1}^{\alpha}(t)-\Delta j_{x}^{\alpha}(t) .
$$

Multiplying both sides by $u^{\beta}(0,0)$ and averaging over the initial equilibrium distribution gives

$$
\begin{align*}
\partial_{t} C^{\alpha \beta}(x, t) & =\left\langle\Delta j_{x-1}^{\alpha}(t) u^{\beta}(0,0)\right\rangle-\left\langle\Delta j_{x}^{\alpha}(t) u^{\beta}(0,0)\right\rangle \\
& =\left\langle\Delta j_{0}^{\alpha}(0) u_{1-x}^{\beta}(-t)\right\rangle-\left\langle\Delta j_{0}^{\alpha}(0) u_{-x}^{\beta}(-t)\right\rangle, \tag{2.7.2}
\end{align*}
$$

where we used space and time-translational invariance. Summing over all sites we then get

$$
\frac{d}{d t} \sum_{x} C^{\alpha \beta}(x, t)=\sum_{x}\left[\left\langle\Delta j_{0}^{\alpha}(0) u_{x-1}^{\beta}(-t)\right\rangle-\left\langle\Delta j_{0}^{\alpha}(0) u_{x}^{\beta}(-t)\right\rangle\right],
$$

which vanishes, since $\sum u_{x}^{\beta}$ is a conserved quantity. Hence the result in Eq. (2.7.r) follows.
The other sum rules are on the moments of spatial correlation functions of conserved quantities.

The first and second sum rules respectively state

$$
\begin{align*}
\frac{d}{d t} \sum_{x} x C^{\alpha \beta}(x, t) & =\sum_{x=-N / 2}^{N / 2-1}\left\langle\Delta j^{\alpha}(x, 0) u^{\beta}(0,0)\right\rangle \\
& -N\left\langle j^{\alpha}(-N / 2, t)^{\beta}(0,0)\right\rangle \\
& =\left\langle J^{\alpha} u^{\beta}\right\rangle(N \rightarrow \infty) \\
\frac{d^{2}}{d t^{2}} \sum_{x} x^{2} C^{\alpha \beta}(x, t) & =2 \sum_{-N / 2}^{N / 2-1} C_{j}^{\alpha \beta}(x, t), \\
& +N\left[C_{j}^{\alpha \beta}\left(-\frac{N}{2}, t\right)-C_{j}^{\alpha \beta}\left(\frac{N}{2}-1, t\right)\right] \\
& =2 \sum_{x} C_{j}^{\alpha \beta}(x, t) \quad(N \rightarrow \infty) \tag{2.7-4}
\end{align*}
$$

where $C_{j}^{\alpha \beta}(x, t)=\left\langle\Delta j^{\alpha}(x, t) \Delta j^{\beta}(0,0)\right\rangle$ and we note that Eq. (2.7.3) only involves an equilibrium equal time correlation.

The proof starts by following steps as those for Eq. (2.7.2) to get

$$
\partial_{t} C^{\alpha \beta}(x, t)=\left\langle\Delta j_{x-1}^{\alpha}(0) u_{0}^{\beta}(-t)\right\rangle-\left\langle\Delta j_{x}^{\alpha}(0) u_{0}^{\beta}(-t)\right\rangle .
$$

Multiplying the above equation by $x$, summing over all $x$, and after simplifications using the fact that $\sum_{x} u^{\beta}(x, t)=$ const gives Eq. (2.7.3). Taking another time derivative, and on using the continuity equations we get

$$
\begin{aligned}
\frac{d^{2}}{d t^{2}} C^{\alpha \beta}(x, t) & =-\left[\left\langle\Delta j_{x-1}^{\alpha}(0)\left[\Delta j_{-1}^{\beta}(-t)-\Delta j_{0}^{\beta}(-t)\right]\right\rangle\right. \\
& \left.-\left\langle\Delta j_{x}^{\alpha}(0)\left[\Delta j_{-1}^{\beta}(-t)-\Delta j_{0}^{\beta}(-t)\right]\right\rangle\right] \\
& =\left[C_{j}^{\alpha \beta}(x+1, t)-2 C_{j}^{\alpha \beta}(x, t)+C_{j}^{\alpha \beta}(x-1, t)\right] .
\end{aligned}
$$

Multiplying the above equation by $x^{2}$, summing over all $x$, and after simplifications using the first sum-rule $\sum_{x} C^{\alpha \beta}(x, t)=$ const gives Eq. (2.7-4).

# Velocity correlation functions in the Hard 

## Particle Gas in thermal equilibrium

## 3.I Introduction

The hard point particle gas (HPG) is a simple example of an interacting many particle system. As discussed in I , the alternate mass HPG has been studied both in equilibrium and non-equilibrium setups, and exhibits anomalous transport. On the other hand the equal mass hard particle gas is integrable and shows ballistic transport, that is NESS current is independent of system size and equilibrium correlation functions have the scaling form $t^{-1} f(x / t)$. In the previous chapter, we also saw that the equal mass HPG is obtained as a special limiting case of the Toda model.

In the HPG model, particles undergo elastic two-particle collisions with nearest neighbor particles, while in between the collisions, they move freely with constant velocity. For the equal mass case, elastic collisions conserve energy and momentum and this means that colliding particles simply exchange their velocities. The initial order of the particles remains the same as the particles cannot cross each other. Using these properties it was shown by Jepsen [17] that one can effectively map this to a gas of non-interacting particles and many exact results, such as tagged particle equilibrium velocity correlations, could be obtained. In recent work [84, 85, 88], much simplification of this approach was used to obtain exact results on properties of tagged particle displacements.

In this chapter we show how one compute higher order velocity correlations, by following the methods in [84]. Specifically we considered a set of $2 N+1$ particles of unit masses moving inside $\operatorname{a}_{\mathrm{I}} \mathrm{D}$ box of length $2 L$. The ordered particles have positions and velocities given by $\left\{x_{i}, v_{i}\right\}$ for $i=$
$1,2 \ldots, 2 N+1$. We are interested in computing general spatio-temporal correlation functions of velocity defined as

$$
\begin{equation*}
\left\langle v_{i}^{m}(t) ; v_{j}^{n}(0)\right\rangle=\left[\left\langle v_{i}^{m}(t) v_{j}^{n}(0)\right\rangle-\left\langle v_{i}^{m}(t)\right\rangle\left\langle v_{j}^{n}(0)\right\rangle\right] / \bar{v}^{m+n}, \tag{3.1.I}
\end{equation*}
$$

where $m, n$ are positive integers and the average is over initial configurations chosen from the equilibrium Gibb's distribution at temperature $T$ and density $\rho$, and we have defined $\bar{v}^{2}=T$. The notation $\langle;\rangle$ denotes only the connected part with the average part subtracted. We are interested in computing these correlations in the thermodynamic limit with $N \rightarrow \infty, L \rightarrow \infty$ keeping $\rho=(2 N+1) /(2 L)$ constant and with $i, j$ taken to be particles in the bulk. Hence in all our computations, we will ignore collisions with the wall. In this limit, the correlation function depends only on the relative position of the two particles, $r=i-j$.

The chapter is organized as follows: In section Sec. [3.2] we define the system of equal mass hard particles and the transformation to the non-interacting system. We then outline the main idea of computing the two particle joint probability distribution for the equal mass HPG. We relate the joint positional distribution to study the velocity correlations of the system in the thermodynamic limit. We also verify the results from simulations of the microscopic system. In Sec. [3.3] we give a heuristic derivation of the first few velocity correlations and stretch correlations. Finally we conclude the chapter in Sec. [3.4].

### 3.2 Main steps of the calculation

We consider a gas of $2 N+1$ particles that are initially distributed uniformly in the interval $[-L, L]$. The positions of the ordered particles are given by $\left\{x_{i}\right\}$ and the initial velocities $\left\{v_{i}\right\}$ are chosen from the Gibbs distribution at temperature $T, P\left(\left\{v_{i}\right\}\right)=\prod_{i} e^{-v_{i}^{2} / 2 T} / \sqrt{2 \pi T}$. As mentioned in the introduction, since we are interested only in the thermodynamic limit and in bulk properties, we do not need to include a confining wall at the ends of the interval. The particles move freely with constant velocity between elastic collisions with the neighbors. Under a collision the particles simply exchange their velocities. This allows us to make a mapping from interacting system of particles [Fig. 3.1(a)], where the particles collide with each other, to a system of non-interacting par-


Figure 3.1: An interacting hard-point particles system can be constructed from a non-interacting system by exchanging tags (colors) when two trajectories cross.
ticles [Fig. 3.I (b)], where the particles evolve independently and pass through each other, and we exchange labels whenever particles cross. In fact this non-interacting picture allows one to evolve the system directly to any final time and the corresponding trajectory in the case where the particles are undergoing collisions can be obtained by relabeling the tags of the particles. The probability of obtaining the trajectories in the non-interacting picture is same as that of the interacting system. This mapping to the non-interacting gas was used by Jepsen [17] to obtain an exact solution for velocity-velocity autocorrelation functions in the hard-particle gas. A simpler approach was recently proposed in $[84,85,89,88]$ to obtain two particle distribution, tagged particle statistics and also a particular case of velocity correlations with $m=n=1$ in Eq. (3.r.I).

In the non-interacting picture, a particle at $x$ with velocity $v$ travels to $y$ at time $t$ such that $y=$ $x+v t$. It is useful to rewrite the non-interacting evolution as $y=x+\sigma_{t} v / \bar{v}$, where $\bar{v}=\sqrt{T}$ is the root-mean-square velocity of the particle and $\sigma_{t}=\bar{v} t$. For a particle with velocity chosen from the Maxwell distribution, the single particle propagator giving the probability of finding the particle at $y$ at time $t$ is then given by

$$
\begin{align*}
G(y, t \mid x, 0) & =\int_{-\infty}^{\infty} d v \delta\left(y-x-\sigma_{t} v / \bar{v}\right) \frac{e^{-v^{2} / 2 \bar{v}^{2}}}{\sqrt{2 \pi \bar{v}^{2}}} \\
& =\frac{1}{\sqrt{2 \pi \bar{v}^{2}} t} e^{-\frac{(y-x)^{2}}{2 \overline{\bar{v}}^{2} t^{2}}}=\frac{1}{\sigma_{t}} f\left(\frac{y-x}{\sigma_{t}}\right), \tag{3.2.II}
\end{align*}
$$

where the function $f(x)=e^{-x^{2} / 2} / \sqrt{2 \pi}$, and we denote the $m^{t h}$ moment by $\delta_{m}=\int_{-\infty}^{\infty} x^{m} f(x) d x=$ $\left[1+(-1)^{m}\right](m-1)!!/ 2$ (where ! ! denotes the double factorial).

Our strategy is to compute the correlations of velocity via the two-time joint distribution function $P(x, j, 0, y, k, t)$ defined as the probability of the $j^{\text {th }}$ particle being at $x$ at time $t=0$ and the


Figure 3.2: In the non-interacting picture, there are two possibilities: (a) the jth particle at time $t=0$ becomes the kth particle at time $t$, (b) a second particle becomes the kth particle at time $t$.
$k^{\text {th }}$ particle being at $y$ at time $t$. Following [84], this joint PDF can be readily computed using the single particle propagator and through the mapping to non-interacting particles. In the next section we give the details.

## 3.2.i Computation of the joint probability distribution of two PARTICLES

In terms of the non-interacting gas picture, the joint probability density, $P(x, j, 0, y, k, t)$, of the $j^{\text {th }}$ particle being at $x$ at time $t=0$ and the $k^{\text {th }}$ particle being at $y$ at time $t$, has two independent contributions $P_{1}(x, j, 0, y, k, t)$ and $P_{2}(x, j, 0, y, k, t, \tilde{x}, \tilde{y})$. Both these quantities can be expressed in terms of the single particle propagator $G(y, t \mid x, 0)$ and another quantity which marks label of the particles at different times. These contributions are explained below
(i) In the non-interacting gas picture, $P_{1}(x, j, 0, y, k, t)$ is the probability that $j^{\text {th }}$ particle, which is at $x$ at time $t=0$, becomes the $k^{\text {th }}$ particle at $y$ at time $t$ [shown in Fig. 3.2(a)]. This is obtained by picking one of the non-interacting particles at random at time $t=0$, with probability $\frac{2 N+1}{2 L}$, evolving with the propagator from $(x, 0)$ to $(y, t)$ and multiplying by the probability that this is the $j$ th particle at time $t=0$ and the $k t h$ particle at time $t$. We thus get

$$
\begin{equation*}
P_{1}(x, j, 0, y, k, t)=\frac{2 N+1}{2 L} G(y, t \mid x, 0) F_{1 N}(x, j, y, k, t), \tag{3.2.2}
\end{equation*}
$$

where $F_{1 N}(x, j, y, k, t)$ is the probability that there are $j-1$ particles to the left of $x$ at $t=0$ and $k-1$ particles to the left of $y$ at time $t$. The explicit form of $F_{1 N}$ can be obtained
by combinatorial arguments [84] and is given in 3.5.I.
(ii) Similarly, for the non-interacting gas, $P_{2}(x, j, 0, y, k, t, \tilde{x}, \tilde{y})$ is the probability that the $j^{t h}$ particle at $x$ at $t=0$ becomes another particle at $\tilde{y}$ at time $t$ and some other particle at $\tilde{x}$ at time $t=0$ becomes the $k^{t h}$ particle at $x$ at time $t$ [shown in Fig. 3.2(b)]. In this case, two particles are chosen randomly at $t=0$, with probability $\frac{(2 N+1)(2 N)}{(2 L)^{2}}$, and are evolved with the propagator for the transition $(x, \tilde{x}, t=0) \rightarrow(\tilde{y}, y, t)$. Finally we need to multiply this with the probability, $F_{2 N}(x, j, y, k, \tilde{x}, \tilde{y}, t)$, that there are $j-1$ particles to the left of $x$ at $t=0$ and $k-1$ particles to the left of $y$ at time $t$, given that there is a particle at $\tilde{x}$ at $t=0$ and a particle at $\tilde{y}$ at time $t$. Combining these, we get

$$
\begin{equation*}
P_{2}(x, j, 0, y, k, t, \tilde{x}, \tilde{y})=\frac{(2 N+1)(2 N)}{(2 L)^{2}} G(y, t \mid \tilde{x}, 0) G(\tilde{y}, t \mid x, 0) F_{2 N}(x, j, y, k, \tilde{x}, \tilde{y}, t) \tag{3.2.3}
\end{equation*}
$$

The explicit form of $F_{2 N}$ can be obtained by combinatorial arguments [84] and is given in 3.5.1.

### 3.2.2 Relating velocity correlations to the joint positional

## DISTRIBUTION

The contribution to velocity correlations in the interacting system comes from two separate processes corresponding to the two joint probability distributions from the previous section. Hence we obtain

$$
\mathcal{F}^{n m}(k, j, t)=\left\langle v_{k}^{m}(t) v_{j}^{n}(0)\right\rangle \bar{v}^{-(m+n)}=\underbrace{\left\langle v_{k}^{m}(t) v_{j}^{n}(0)\right\rangle_{1} / \bar{v}^{m+n}}_{\mathrm{I}}+\underbrace{\left\langle v_{k}^{m}(t) v_{j}^{n}(0)\right\rangle_{2} / \bar{v}^{m+n}}_{\mathrm{II}},
$$

where I and II can be computed as follows.
(i) The first contribution comes when the $j^{\text {th }}$ particle at $x$ from time $t=0$ becomes the $k^{\text {th }}$ particle at $y$ after time $t$. In the non-interacting picture, these two particles are correlated and have the same velocity, i.e. $\frac{v_{k}(t)}{\bar{v}}=\frac{v_{j}(0)}{\bar{v}}=\frac{y-x}{\sigma_{t}}$. Multiplying this with the appropriate probability $P_{1}(x, j, 0, y, k, t)$ and integrating over all possible initial and final positions, we get the first contri-
bution to velocity correlations

$$
\begin{align*}
\mathrm{I} & =\int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y\left(\frac{y-x}{\sigma_{t}}\right)^{m+n} P_{1}(x, j, 0, y, k, t) \\
& =\rho \sigma_{t} \int_{-\infty}^{\infty} \frac{d x}{\sigma_{t}} \int_{-\infty}^{\infty} \frac{d y}{\sigma_{t}}\left(\frac{y-x}{\sigma_{t}}\right)^{m+n} f\left(\frac{y-x}{\sigma_{t}}\right) F_{1 N}(x, j, y, k) \tag{3.2.4}
\end{align*}
$$

(ii) The second contribution is when the $j^{\text {th }}$ particle at $x$ with velocity $\frac{v_{j}(0)}{\bar{v}}=\frac{\tilde{y}-x}{\sigma_{t}}$ at $t=0$ becomes another particle at $\tilde{y}$ time $t$ and some other particle at $\tilde{x}$ with velocity $\frac{v_{k}(t)}{\bar{v}}=\frac{y-\tilde{x}}{\sigma_{t}}$ at time $t=0$ becomes the $k^{\text {th }}$ particle at $y$ at time $t$. Multiplying this with the appropriate probability $P_{2}(x, j, 0, y, k, t, \tilde{x}, \tilde{y})$ and integrating over all position variables, we get

$$
\begin{align*}
& \mathrm{II}= \int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y \int_{-\infty}^{\infty} d \tilde{x} \int_{-\infty}^{\infty} d \tilde{y}\left(\frac{\tilde{y}-x}{\sigma_{t}}\right)^{m}\left(\frac{y-\tilde{x}}{\sigma_{t}}\right)^{n} P_{2}(x, j, 0, y, k, t, \tilde{x}, \tilde{y}) \\
&=\left(\rho \sigma_{t}\right)^{2} \int_{-\infty}^{\infty} \frac{d x}{\sigma_{t}} \int_{-\infty}^{\infty} \frac{d y}{\sigma_{t}} \int_{-\infty}^{\infty} \frac{d \tilde{x}}{\sigma_{t}} \int_{-\infty}^{\infty} \frac{d \tilde{y}}{\sigma_{t}}\left(\frac{\tilde{y}-x}{\sigma_{t}}\right)^{m}\left(\frac{y-\tilde{x}}{\sigma_{t}}\right)^{n} \\
& \times f\left(\frac{\tilde{y}-x}{\sigma_{t}}\right) f\left(\frac{y-\tilde{x}}{\sigma_{t}}\right) F_{2 N}(x, j, y, \tilde{x}, \tilde{y}, k, t) \tag{3.2.5}
\end{align*}
$$

In both cases we are already taking the thermodynamic limit, $N \rightarrow \infty, L \rightarrow \infty$ while keeping the average density $\rho=N / L$ constant.

### 3.2.3 Asymptotic results in the thermodynamic limit

Next we use the explicit forms of $F_{1 N}, F_{2 N}$ given in 3.5.I. One can perform the integrals over $\tilde{x}, \tilde{y}$ in the second term II in Eq. (3.2.5). We also make a change of integration variables from $x, y$ to the variables $z=(x-y) / \sigma_{t}$ and $\bar{z}=(x+y) / \sigma_{t}$, in Eq. (3.2.4) and Eq.(3.2.5). After some amount of
algebra we finally obtain the following expression for the velocity correlations:

$$
\begin{equation*}
\mathcal{F}^{n m}(r=k-j, 0, t)=\mathrm{I}+\mathrm{II}= \tag{3.2.6}
\end{equation*}
$$

$\rho \sigma_{t} \int_{-\infty}^{\infty} d z \int_{-\infty}^{\infty} \frac{d \bar{z}}{2} \int_{-\pi / 2}^{\pi / 2} \frac{d \phi}{\pi} \int_{-\pi}^{\pi} \frac{d \theta}{2 \pi} D(z, \theta, \phi) e^{-2 N(1-\cos \phi)} e^{i \rho \sigma_{t}(-\bar{z} \sin \phi+z \sin \theta)} e^{(\phi r-\theta r)} e^{\rho \sigma_{t} 2 Q(z)(1-\cos \theta)}$, where $Q(z)=z \int_{0}^{z} d w f(w)+\int_{z}^{\infty} d w w f(w)$,

$$
\begin{align*}
& D(z, \theta, \phi)=\left(\rho \sigma_{t}\right)^{-1} z^{m+n} f(z)+\Delta_{1}^{m}(z) \Delta_{2}^{n}(z) e^{-i \phi} \\
&+\Delta_{1}^{n}(z) \Delta_{2}^{m}(z) e^{i \phi}+\Delta_{2}^{m}(z) \Delta_{2}^{n}(z) e^{i \theta}+\Delta_{1}^{m}(z) \Delta_{1}^{n}(z) e^{-i \theta} \tag{3.2.8}
\end{align*}
$$

and the $\Delta \mathrm{s}$ are related to moments of the propagator

$$
\begin{array}{r}
\Delta_{1}^{p}(z)=\int_{z}^{\infty} d \omega \omega^{p} f(\omega), \Delta_{2}^{p}(z)=\int_{-\infty}^{z} d \omega \omega^{p} f(\omega), \\
\Delta_{1}^{p}(z)+\Delta_{2}^{p}(z)=\delta_{p}, \quad \partial_{z} \Delta_{1}^{p}(z)=-\partial_{z} \Delta_{2}^{p}(z)=z^{p} f(z) . \tag{3.2.10}
\end{array}
$$

Since in Eq.3.2.6 the $\phi$ term comes with a factor of $N$, a saddle point analysis reveals that the major contribution comes from $\phi=0$. We do a Taylor expansion around $\phi=0$, up to second order, perform the resulting Gaussian in $\phi$ and then perform the resulting Gaussian integral in the variable $\bar{z}$. This then leads us to following simpler form

$$
\begin{equation*}
\mathcal{F}^{n m}(r, 0, t)=\rho \sigma_{t} \int_{-\infty}^{\infty} d z \int_{-\pi}^{\pi} \frac{d \theta}{2 \pi} D(z, \theta, 0) e^{-\rho \sigma_{t}[2 Q(z)(1-\cos \theta)-i z \sin \theta]} e^{-i \theta r} \tag{3.2.II}
\end{equation*}
$$

We define a new scaling variable $l=r /\left(\rho \sigma_{t}\right)$ and rewrite the above equation as

$$
\begin{equation*}
\mathcal{F}^{n m}\left(r=\rho \sigma_{t} l, 0, t\right)=\rho \sigma_{t} \int_{-\infty}^{\infty} d z \int_{-\pi}^{\pi} \frac{d \theta}{2 \pi} D(z, \theta, 0) e^{-\rho \sigma_{t} I(z, \theta)} \tag{3.2.12}
\end{equation*}
$$

where, $I(z, \theta)=[2 Q(z)(1-\cos \theta)-i z \sin \theta-i \theta l]$. Now we are interested in the large time (hence $v \sigma_{t} \gg 1$ ) behaviour and so we again use saddle point methods. We find the minimum point $z^{*}, \theta^{*}$, of the function $I(z, \theta)$ and expand both the functions $I$ and $D$ in Eq. (3.2.II) around
this minimum. We find that the minimum can be obtained by first minimizing with respect to $\theta$ which gives

$$
\begin{equation*}
\left.\frac{\partial}{\partial \theta}[2 Q(z)(1-\cos \theta)-i z \sin \theta+i \theta l]\right|_{\theta=\theta^{*}}=0 \tag{3.2.13}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
e^{ \pm i \theta^{*}}=\frac{ \pm l+\sqrt{l^{2}+4 Q^{2}(z)-z^{2}}}{2 Q(z) \pm z} \tag{3.2.14}
\end{equation*}
$$

Choosing the positive root, this then gives

$$
\begin{equation*}
I\left(z, \theta^{*}\right)=2 Q(z)\left(1-\cos \theta^{*}\right)-i z \sin \theta^{*}+i \theta^{*} l, \tag{3.2.15}
\end{equation*}
$$

and after substituting $\theta^{*}$ from Eq. 3.2.I4 we get

$$
\begin{equation*}
I\left(z, \theta^{*}\right)=2 Q(z)-\sqrt{l^{2}+4 Q^{2}(z)-z^{2}}+l \ln \left[\frac{l+\sqrt{l^{2}+4 Q^{2}(z)-z^{2}}}{2 Q(z)+z}\right] . \tag{3.2.16}
\end{equation*}
$$

We now note that $Q(z)$ is a positive function with a minimum at $z=l$, where $I\left(z=l, \theta^{*}\right)=0$. Correspondingly from Eq.3.2.I4 we then get $\theta^{*}=0$. To study the contribution at large times, we expand Eq. (3.2.12) around the minimum point $z^{*}=l, \theta^{*}=0$, using appropriate scaling variables. We set $z=l+w \sqrt{\epsilon}$ and $\theta=u \sqrt{\epsilon}$, where $\epsilon=1 / \rho \sigma_{t}$. We then obtain the expansion:

$$
\begin{aligned}
\frac{I(l+w \sqrt{\epsilon}, u \sqrt{\epsilon})}{\epsilon} & =\left(u^{2} Q(l)-i u w\right)+C_{1} \epsilon^{1 / 2}+C_{2} \epsilon+\mathcal{O}\left(\epsilon^{3 / 2}\right), \\
\text { where } C_{1} & =\left(u^{2} w Q^{\prime}(l)+\frac{1}{6} i l u^{3}\right), \quad C_{2}=-\frac{1}{12} u^{2}\left(-6 w^{2} Q^{\prime \prime}(l)+u^{2} Q(l)-2 i u w\right) .
\end{aligned}
$$

Similarly $D(l+w \sqrt{\epsilon}, u \sqrt{\epsilon})$ can be expanded to give

$$
\begin{align*}
D(l+w \sqrt{\epsilon}, u \sqrt{\epsilon})= & \left.\delta_{m} \delta_{n}+\sqrt{\epsilon}\left(i u \Delta_{2}^{m}(l)\right) \Delta_{2}^{n}(l)+i u\left(\delta^{m}-\Delta_{2}^{m}(l)\right)\left(\delta^{n}-\Delta_{2}^{n}(l)\right)\right)+\epsilon f(l) l^{m+n} \\
& -\frac{1}{2} u \epsilon\left(u \delta^{m}\left(\delta^{n}-\Delta_{2}^{n}(l)\right)-u \Delta_{2}^{m}(l)\left(\delta^{n}-2 \Delta_{2}^{n}(l)\right)-2 i w f(l)\left(l^{n} \delta^{m}+l^{m} \delta^{n}\right)\right) \\
& +\mathcal{O}\left(\epsilon^{3 / 2}\right) \tag{3.2.18}
\end{align*}
$$

We then expand the product $D e^{-C_{1} \epsilon^{1 / 2}-C_{2} \epsilon}$ as a power series in $\epsilon^{1 / 2}$ - let use denote this expansion as EXP (this contains polynomials in $u$ and $w$ ). Plugging all these into Eq. (3.2.I2), we then get

$$
\begin{equation*}
\mathcal{F}^{n m}\left(r=\rho \sigma_{t} l, 0, t\right)=\int_{-\infty}^{\infty} d u \int_{-\infty}^{\infty} \frac{d w}{2 \pi} e^{-u^{2} Q(l)-2 i u w} \times \mathrm{EXP} \tag{3.2.19}
\end{equation*}
$$

Finally we perform Gaussian integrations over the variables $u$ and $w$ to get

$$
\begin{equation*}
\mathcal{F}^{n m}\left(r / \rho \sigma_{t}=l, 0, t\right)=\delta_{m} \delta_{n}+\left(l^{m}-\delta_{m}\right)\left(l^{n}-\delta_{n}\right) f(l) / \rho \sigma_{t}+\mathcal{O}\left(\epsilon^{3 / 2}\right) \tag{3.2.20}
\end{equation*}
$$

where $\delta_{n}$ is defined in Eq. (3.2.I). The scaled correlation function after subtracting off the mean is then finally given by

$$
\begin{equation*}
\rho \sigma_{t}\left\langle v^{m}\left(l=r / \rho \sigma_{t}, t\right) ; v^{n}(0,0)\right\rangle=\left(l^{m}-\delta_{m}\right)\left(l^{n}-\delta_{n}\right) f(l) . \tag{3.2.21}
\end{equation*}
$$

In the next section we will verify this result from simulations with the microscopic dynamics of the hard particle gas.

### 3.2.4 Numerical verification with Hamiltonian evolution of the HARD-PARTICLE GAS

We now present results from numerical simulations of the hard particle gas. In our simulations we considered a gas of $N$ hard point particles moving on a ring of length $L$. The density of the gas is $\rho=N / L$ and we choose the initial condition from an equilibrium distribution at temperature $T$ (i.e we distribute the particles uniformly in space and the velocity of each particle is independently chosen from the distribution $e^{-v^{2} /(2 T)} / \sqrt{2 \pi T}$. The mapping to the independent particle picture means that time-evolution of this system can be done very efficiently. Basically, starting from any given initial condition, we evolve the non-interacting gas up to time $t$. In order to get the actual positions, we can get the correct tag of the interacting particle by simply sorting their final positions and taking into account the effect of periodic boundaries. We then compute the correlations $\left\langle v^{m}(x, t) ; v^{n}(0,0)\right\rangle$ by taking averages over initial conditions. In our simulations we took


Figure 3.3: Scaled velocity correlation functions at different times, for various choices of $m, n$ as obtained from simulations of the HPG. The black curves are from the analytical result as given by Eq. (3.2.20). The curves are for $t \ll L$. The parameters in the simulation are $N=1001, L=1000$ and temperature $T=1$.
$N=1001$ particles and took averages over $10^{8}$ initial conditions. In Fig. (3.3) we plot the scaled correlation functions $t\left\langle v^{m}(x / t, t) ; v^{n}(0,0)\right\rangle$ (corresponding to ballistic scaling), obtained from the microscopic simulations and compare them with the corresponding theoretical predictions from Eq. (3.2.21). For several choices of $m, n$ we find very good agreement between simulations and theory, even at relatively early times. At very short times there is a small deviation from the theory and this is expected, since the theory makes predictions for long time behaviour, well after the transient dynamics. On the other hand, finite size effects would show up at times $t \gtrsim \mathcal{O}(L)$. The peak of the correlation functions at time $t$, for odd values of $m, n$, is given by $x_{p}=\sqrt{m+n} \bar{v} t$. In contrast to this, the sound velocity for the HPG is given by $\sqrt{3} \bar{v}$. Using this, we estimate that finite size effects would show up in correlation functions of order $m+n$, at times approximately $t^{*} \sim \frac{L}{\bar{v} \sqrt{m+n}}$.

### 3.3 A heuristic argument and derivation of stretch and energy correlations

Here we present a heuristic approach which gives the asymptotic exact results of the previous section. These are then used to obtain the stretch and energy correlations of the HPG.

Since the initial velocities are chosen independently for each particle, the contribution to the correlation function $\left\langle v_{r}(t) v_{0}(0)\right\rangle$ is non-zero only when the velocity of the $r$ th particle at time $t$ is the same as that of the zero-th particle at time 0 . The initial velocity distribution of each particle is chosen from a Maxwell distribution $f(v)=\frac{e^{-v^{2} / 2 \bar{v}^{2}}}{\sqrt{2 \pi \bar{v}}}$, with $\bar{v}^{2}=k_{B} T=1 / \beta$. The velocity correlation function is thus approximately given by

$$
\begin{align*}
\left\langle v_{x}(t) v_{0}(0)\right\rangle & =\int d v v^{2} \delta(x-\rho v t) \frac{f(v / \bar{v})}{\bar{v}} \\
& =\frac{\bar{v}^{2}}{\rho \sigma_{t}}\left(\frac{x}{\rho \sigma_{t}}\right)^{2} \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}}, \tag{3.3.1}
\end{align*}
$$

where $\sigma_{t}=\bar{v} t$. To compute the stretch correlations, we note that

$$
\begin{align*}
& \left\langle r_{x}(t) r_{0}(0)\right\rangle=\left\langle\left[q_{x+1}(t)-q_{x}(t)\right)\left(q_{1}(0)-q_{0}(0)\right]\right\rangle \\
& \quad=-\left[\left\langle q_{x+1}(t) q_{0}(0)\right\rangle-2\left\langle q_{x}(t) q_{0}(0)\right\rangle+\left\langle q_{x-1}(t) q_{0}(0)\right\rangle\right] \\
& =-\partial_{x}^{2}\left\langle\left(q_{x}(t) q_{0}(0)\right\rangle,\right.
\end{align*}
$$

where we have used the translation symmetry of the chain. Now taking two time derivatives gives

$$
\begin{aligned}
& \partial_{t}\left\langle r_{x}(t) r_{0}(0)\right\rangle=-\partial_{x}^{2}\left\langle\left(v_{x}(t) q_{0}(0)\right\rangle=-\partial_{x}^{2}\left\langle\left(v_{x}(0) q_{0}(-t)\right\rangle,\right.\right. \\
& \partial_{t}^{2}\left\langle r_{x}(t) r_{0}(0)\right\rangle=\partial_{x}^{2}\left\langle\left(v_{x}(0) v_{0}(-t)\right\rangle=-\partial_{x}^{2}\left\langle\left(v_{x}(t) v_{0}(0)\right\rangle,\right.\right.
\end{aligned}
$$

where we used time-translation invariance. Using this, the stretch correlation can be written in terms of velocity correlations as follows:

$$
\left\langle r_{x}(t) r_{0}(0)\right\rangle=\int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime} \partial_{x}^{2}\left\langle v_{x}(t) v_{0}(0)\right\rangle .
$$

This finally gives (taking the continuous $x$ limit):

$$
\left\langle r_{x}(t) r_{0}(0)\right\rangle=\frac{1}{\rho^{3} \sigma_{t}} \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}} .
$$

For energy correlation, we need to compute

$$
\begin{aligned}
\left\langle e_{x}(t) ; e_{0}(0)\right\rangle & =\left\langle e_{x}(t) e_{0}(0)\right\rangle-\left\langle e_{x}(t)\right\rangle\left\langle e_{0}(0)\right\rangle \\
& =\frac{1}{4}\left\langle\left[v_{x}^{2}(t)-\left\langle v_{x}^{2}(0)\right\rangle\right]\left[v_{0}^{2}(0)-\left\langle v_{0}^{2}(0)\right\rangle\right]\right\rangle .
\end{aligned}
$$

A similar computation as that leading to Eq. (3.3.1) now gives

$$
\begin{equation*}
\left\langle e_{x}(t) ; e_{0}(0)\right\rangle=\frac{\bar{v}^{4}}{\rho \sigma_{t}}\left[\left(\frac{x}{\rho \sigma_{t}}\right)^{4}-2\left(\frac{x}{\rho \sigma_{t}}\right)^{2}+1\right] f\left(\frac{x}{\rho \sigma_{t}}\right) . \tag{3.3.4}
\end{equation*}
$$

To summarize, for the hard particle gas we consider initial velocities chosen from Maxwell distribution with variance $\bar{v}^{2}=T$. The correlation functions are then given by

$$
\begin{align*}
C_{r r}(x, t) & =\frac{1}{\rho^{3} \sigma_{t}} \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}}  \tag{3.3.5}\\
C_{p p}(x, t) & =\frac{\bar{v}^{2}}{\rho \sigma_{t}}\left(\frac{x}{\rho \sigma_{t}}\right)^{2} \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}} \\
C_{e e}(x, t) & =\frac{\bar{v}^{4}}{4 \rho \sigma_{t}}\left[\left(\frac{x}{\rho \sigma_{t}}\right)^{4}-2\left(\frac{x}{\rho \sigma_{t}}\right)^{2}+1\right] \frac{e^{-\frac{1}{2}\left(\frac{x}{\rho \sigma_{t}}\right)^{2}}}{\sqrt{2 \pi}} .
\end{align*}
$$

### 3.4 Conclusion

Using the mapping of the HPG to a non-interacting gas, we were able to compute exact long-time spatio-temporal correlation functions of arbitrary powers of velocities. We also discussed a heuristic derivation of these results and then used them to obtain correlations of stretch and energy in the HPG. Finally, we verified our analytic results, by performing simulations of the HPG using a very efficient numerical scheme, which again uses the mapping to non-interacting particles.

### 3.5 Appendix

### 3.5.I Computation of $F_{1 N}$ and $F_{2 N}$

The expressions for $F_{1 N}(x, y, j, k, t)$ and $F_{2 N}(x, y, \tilde{x}, \tilde{y}, j, k, t)$ were explicitly computed in [84], using combinatorial arguments. Here we give the explicit expressions:

$$
\begin{align*}
F_{1 N}(x, y, j, k, t) & =\int_{-\pi / 2}^{\pi / 2} \frac{d \phi}{\pi} \int_{-\pi}^{\pi} \frac{d \theta}{2 \pi}[H(x, y, \theta, \phi, t)]^{2 N} e^{-i \phi(2 N+2-k+j)} e^{-i \theta(k-j)}  \tag{3.5.5}\\
F_{2 N}(x, y, \tilde{x}, \tilde{y}, j, k, t) & =\int_{-\pi / 2}^{\pi / 2} \frac{d \phi}{\pi} \int_{-\pi}^{\pi} \frac{d \theta}{2 \pi}[H(x, y, \theta, \phi, t)]^{2 N-1} e^{-i \phi(2 N+2-k+j)} e^{-i \theta(k-j)} e^{-i \phi \chi_{1}} e^{-i \theta \chi_{2}} \tag{3.5.2}
\end{align*}
$$

where $\chi_{1}, \chi_{2}$ are defined as follows
I. $\tilde{x}<x$ and $\tilde{y}<y$, then $\chi_{1}=1$ and $\chi_{2}=0$,
2. $\tilde{x}<x$ and $\tilde{y}>y$, then $\chi_{1}=0$ and $\chi_{2}=1$,
3. $\tilde{x}>x$ and $\tilde{y}<y$, then $\chi_{1}=0$ and $\chi_{2}=-1$,
4. $\tilde{x}>x$ and $\tilde{y}>y$, then $\chi_{1}=-1$ and $\chi_{2}=0$.

The function $H(x, y, \theta, \phi, t)$ is defined as

$$
\begin{align*}
H(x, y, \theta, \phi, t) & =p_{++}(x, y, t) e^{i \phi}+p_{--}(x, y, t) e^{-i \phi}+p_{+-}(x, y, t) e^{i \theta}+p_{-+}(x, y, t) e^{-i \theta}, \\
& =1-(1-\cos \phi)\left(p_{++}+p_{--}\right)+i \sin \phi\left(p_{++}-p_{--}\right), \\
& -(1-\cos \theta)\left(p_{+-}+p_{-+}\right)+i \sin \theta\left(p_{+-}-p_{-+}\right)
\end{align*}
$$

where $p_{-+}(x, y, t)$ is defined as the probability that a single non-interacting particle is to the left of $x$ at time $t=0$ and to the right of $y$ at time $t$, and $p_{+-}, p_{--}$and $p_{++}$are defined similarly. Their
explicit forms are

$$
\begin{align*}
& p_{-+}(x, y, t)=\frac{1}{2 L} \int_{-L}^{x} d x^{\prime} \int_{y}^{L} d y^{\prime} G\left(y^{\prime}, t \mid x^{\prime}, 0\right)  \tag{3.5.4}\\
& p_{+-}(x, y, t)=\frac{1}{2 L} \int_{y}^{L} d x^{\prime} \int_{-L}^{x} d y^{\prime} G\left(y^{\prime}, t \mid x^{\prime}, 0\right)  \tag{3.5.5}\\
& p_{++}(x, y, t)=\frac{1}{2 L} \int_{x}^{L} d x^{\prime} \int_{y}^{L} d y^{\prime} G\left(y^{\prime}, t \mid x^{\prime}, 0\right)  \tag{3.5.6}\\
& p_{+-}(x, y, t)=\frac{1}{2 L} \int_{-L}^{x} d x^{\prime} \int_{-L}^{x} d y^{\prime} G\left(y^{\prime}, t \mid x^{\prime}, 0\right) \tag{3.5.7}
\end{align*}
$$

We note that $p_{-+}+p_{+-}+p_{--}+p_{++}=1$. We can explicitly find the expressions for $p_{ \pm \pm}$using the exact propagator Eq. (3.2.I). In the large $N, L$ limit, expanding in $1 / L$, we get

$$
\begin{align*}
& p_{-+}=\frac{\sigma_{t}}{2 L}\left(-\frac{-z}{2}+Q(z)\right)+\mathcal{O}\left(1 / L^{2}\right) \\
& p_{+-}=\frac{\sigma_{t}}{2 L}\left(\frac{-z}{2}+Q(z)\right)+\mathcal{O}\left(1 / L^{2}\right) \\
& p_{++}=\frac{1}{2}+\frac{\sigma_{t}}{2 L}\left(-\frac{\bar{z}}{2}-Q(z)\right)+\mathcal{O}\left(1 / L^{2}\right)  \tag{3.5.8}\\
& p_{--}=\frac{1}{2}+\frac{\sigma_{t}}{2 L}\left(\frac{\bar{z}}{2}-Q(z)\right)+\mathcal{O}\left(1 / L^{2}\right)
\end{align*}
$$

where $z=(x-y) / \sigma_{t}$ and $\bar{z}=(x+y) / \sigma_{t}$ and

$$
Q(z)=z \int_{0}^{z} d w f(w)+\int_{z}^{\infty} d w w f(w)
$$

Now, substituting these asymptotic expressions of $p_{ \pm \pm}$in Eq. (3.5.3) for large $N$, keeping only the dominant terms, one finds

$$
\begin{equation*}
[H(x, y, \theta, \phi, t)]^{2 N}=e^{-2 N(1-\cos \phi)} e^{i \rho \sigma_{t} \bar{z} \sin \phi} e^{-2 \rho \sigma_{t} Q(z)(1-\cos \theta)} e^{i \rho \sigma_{t} z \sin \theta} \tag{3.5.10}
\end{equation*}
$$

## Part III

Non-local fractional equation description for open system transport in stochastic models

## 4

## Harmonic chain with momentum exchange

## 4.I Introduction

Energy transport across an extended system is a fundamental non-equilibrium phenomena which is often described by the phenomenological Fourier law. This law leads to the heat equation for the evolution of the temperature field $T(y, t)$, which in one dimension is given by

$$
\begin{equation*}
\partial_{t} T(y, t)=(\kappa / c) \partial_{y}^{2} T(y, t), \tag{4.І.I}
\end{equation*}
$$

where $c$ is the specific heat capacity and $\kappa$ the heat conductivity (assumed, for simplicity to be temperature independent). This equation plays a central role in understanding heat transport through macroscopic materials in several contexts.

One picture that has emerged from many studies is that, for systems with anomalous transport, the standard heat diffusion equation has to be replaced by a fractional diffusion equation [4, 52, 57, 58, 59, 61, 90]. A particular model of anomalous transport where some rigorous results have been obtained is that of the harmonic chain whose Hamiltonian dynamics is supplemented by a stochastic part that keeps the conservation laws (volume, energy, momentum) intact - we will refer this model as the harmonic chain momentum exchange (HCME) model. For the infinite HCME system, it was shown exactly that at equilibrium the energy current autocorrelation has a $\sim t^{-1 / 2}$ decay [50]. It was also shown that, in contrast to Eq. (4.I.I), the evolution of a localized energy perturbation $e(y, t)$, is described by a non-local fractional diffusion equation $\partial_{t} e(y, t)=-\bar{\kappa}(-\Delta)^{3 / 4} e(y, t)$, where $\bar{\kappa}$ is some constant which depends on microscopic parameters [6I]. The fractional Laplacian operator $(-\Delta)^{3 / 4}$ in the infinite space is defined by its Fourier
spectrum: $|q|^{3 / 2}$ which for the normal Laplacian operator $-\Delta \equiv-\partial_{y}^{2}$ is $q^{2}$.
While most of the studies in HCME model consider evolution in infinite systems, it is also of interest to study transport across a finite system connected to two reservoirs of different temperatures at its two ends. For diffusive systems in this set-up, the heat equation continues to describe both non-equilibrium steady state (NESS) and time-dependent properties. However, for anomalous transport, it is a priori not clear how to write a corresponding evolution equation in a finite domain. Since we expect this evolution to be governed by a fractional Laplacian which is a nonlocal operator, it is difficult to guess its representation in a finite system from its representation in the infinite system. Note that in the finite system one has to include the effects of the boundary conditions which are important as the operator itself is non-local. Hence, extending its definition to a finite domain is a non-trivial problem. Several studies have addressed this problem of obtaining and studying fractional diffusion description in finite domain $[91,92,93]$.

In this chapter we study heat transfer across the HCME model connected to two reservoirs at its two ends. It has been observed and proved that in this model, heat current scaling with system size is anomalous and the steady state temperature profile is inherently non-linear [4, 57? , 94]. In the present work we provide a fractional equation description of the anomalous heat transfer both in the stationary as well as in the non-stationary state. Using this fractional description we derive new results related to evolution of temperature profile, equilibrium current fluctuations and to two point correlations in NESS. Below we summarize the main results of our work along with the plan of the chapter:

- In Sec. (4.2) we first review previous studies on the HCME model and give the derivation of the finite domain fractional equation that follows essentially from these studies. These studies show that the macroscopic time evolution of two-point correlations is described by a set of coupled local linear PDEs [57,58]. Starting from these PDEs, it can be shown that they naturally give rise to an evolution equation for the temperature profile $T(y, \tau)$

$$
\partial_{\tau} T(y, \tau)=-\bar{\kappa} \mathbb{L} T(y, \tau),
$$

governed by a fractional Laplacian $\mathbb{L}$ defined in a finite domain, where $\tau$ is a scaled time (see
later). The operator $\mathbb{L}$ is defined in the domain $0 \leq y \leq 1$ through it's action

$$
\mathbb{L} \phi_{n}(y)=\lambda_{n}^{3 / 4} \phi_{n}(y)
$$

on the complete Neumann basis $\left\langle y \mid \phi_{n}\right\rangle=\phi_{n}(y)=\sqrt{2} \cos (n \pi y)$ for $n \geq 1$ and $\left\langle y \mid \phi_{0}\right\rangle=\phi_{0}(y)=1$ with $\lambda_{n}=(n \pi)^{2}$. Using this representation, we show in Sec. 4.3 that one can recover the exact results [57] for the steady state temperature and current profiles in the HCME.

- Next in Sec. (4.4) we discuss the time evolution of the temperature profile, starting from an arbitrary initial profile, to the long-time NESS profile. In order to solve the fractional diffusion equation with Dirichlet boundary conditions for arbitrary time we are required to find the eigenvalues and eigenvectors of the fractional operator $\mathbb{L}$ with Dirichlet boundary conditions. We describe an efficient procedure to compute this eigensystem. We also provide a detailed discussion of some properties of the eigensystem that distinguish them from the eigensystem of the normal Laplacian operator with the same boundary conditions.
- Inspired by the fluctuating equations for energy evolution in diffusive systems[60, 95], in Sec. (4.5) we extend the definition of the fractional equation to include fluctuations and noise in equilibrium such that fluctuation-dissipation relation holds locally. Using the fluctuating fractional equation description, we verify the validity of the equilibrium Green-Kubo relation in finite systems - in the process we encounter some interesting mathematical identities that we establish numerically.
- Finally we study the long-range correlations in NESS in Sec. (4.6), where we propose a conjecture on the relation between these correlations and the Inverse of the fractional operator $\mathbb{L}$.


### 4.2 Definition of Model and definition of the finite domain fractional operator

We consider the so-called harmonic chain momentum exchange model (HCME), which considers an added stochastic component in the usual Hamiltonian dynamics of a harmonic chain. The stochastic part is such that it preserves volume, momentum and energy conservation but the other conserved variables of the harmonic chain are no longer conserved. Thus the stochastic model restores ergodicity while preserving the important conservation laws. Here we are interested in the open system where the system is driven by two Langevin-type heat baths. Specifically we consider a system consisting of $N$ particles and attached to two heat baths. The Hamiltonian plus heat bath part of the dynamics is described by the following equations

$$
\begin{align*}
\dot{q}_{i} & =p_{i}, \quad \dot{p}_{i}=\omega^{2}\left(q_{i+1}-2 q_{i}+q_{i-1}\right), \quad 1<i<N, \\
\dot{p}_{1} & =\omega^{2}\left(q_{2}-2 q_{1}\right)-\lambda p_{1}+\sqrt{2 \lambda T_{L}} \eta_{L},  \tag{4.2.I}\\
\dot{p}_{N} & =\omega^{2}\left(q_{N-1}-2 q_{N}\right)-\lambda p_{N}+\sqrt{2 \lambda T_{R}} \eta_{R},
\end{align*}
$$

where $\left\{q_{i}, p_{i}\right\}, i=1,2 \ldots, N$, are the positions and momenta of the particles, $T_{L}, T_{R}$ are the temperatures of the left and the right Langevin baths and $\eta_{L}, \eta_{R}$ are Gaussian white noise terms. Additionally there is a stochastic element, such that the momenta of nearest neighbour particles are exchanged (i.e $p_{i+1} \leftrightarrow p_{i}$ ) at a rate $\gamma$. For this model the two point correlation functions satisfy a closed set of equations. Following [58] let us denote the possible correlation matrices by $\mathbf{U}_{i, j}=\left\langle q_{i} q_{j}\right\rangle, \mathbf{V}_{i, j}=\left\langle p_{i} p_{j}\right\rangle$, and $\mathbf{Z}_{i, j}=\left\langle q_{i} p_{j}\right\rangle$. One can show that the time evolution of these correlation functions is given by linear equations involving only these set of correlations, and source terms that arise from the boundary driving [58]. The correlation is defined as $\mathbf{z}_{i, j}^{+}=\left(\mathbf{Z}_{i, j}-\mathbf{Z}_{i-1, j}+\right.$ $\left.\mathbf{Z}_{j, i}-\mathbf{Z}_{j-1, i}\right) / 2$. The most interesting physical observables involve the correlations $T_{i}=\mathbf{V}_{i i}$, which can be taken as the definition of local temperature and the energy current $J=\omega^{2} \mathbf{z}_{i, i+1}^{+}+$ $(\gamma / 2)\left(\mathbf{V}_{i+1, i+1}-\mathbf{V}_{i, i}\right)$. In the $N \rightarrow \infty$ limit, one observes that the fields $T_{i}$ and $\mathbf{z}_{i, j}^{+}$have the scaling forms $T_{i}(t)=T\left(i / N, t / N^{3 / 2}\right)$ and $\left.\mathbf{z}_{i, j}^{+}=\frac{1}{\sqrt{N}} C(|i-j|) / N^{1 / 2},(i+j) /(2 N), t / N^{3 / 2}\right)$. In terms of the following scaling variables $x=|i-j| / N^{1 / 2}, y=(i+j) /(2 N), \tau=t / N^{3 / 2}$, it has
been shown in [58] that the fields $T(y, \tau)$ and $C(x, y, \tau)$ satisfy the following coupled set of PDEs:

$$
\begin{align*}
\gamma^{2} \partial_{x}^{4} C(x, y, \tau) & =\omega^{2} \partial_{y}^{2} C(x, y, \tau) \\
\partial_{y} T(y, \tau) & =-\left.2 \gamma \partial_{x} C(x, y, \tau)\right|_{x \rightarrow 0}  \tag{4.2.2}\\
\partial_{\tau} T(y, \tau) & =\left.\omega^{2} \partial_{y} C(x, y, \tau)\right|_{x \rightarrow 0}
\end{align*}
$$

with boundary conditions $C(x, 0, \tau)=C(x, 1, \tau)=0, C(\infty, y, \tau)=0, \partial_{x}^{3} C(0, y, \tau)=0$ and $T(0, \tau)=T_{L}$ and $T(1, \tau)=T_{R}$ where, the domain of variables are $x \in[0, \infty)$ and $y \in[0,1]$ [note that in $[58] y \in(-1,1)]$. To study the time-evolution of the fields $C(x, y, \tau)$ and $T(y, \tau)$, one has to subtract the steady state solutions $C_{s s}(x, y)$ and $T_{s s}(y)$ of the above equations (whose explicit forms are given in [57]). The boundary conditions suggest that one expand the difference fields using the complete Dirichlet basis $\left\langle y \mid \alpha_{n}\right\rangle=\alpha_{n}(y)=\sqrt{2} \sin (n \pi y)$ for $n \geq 1$

$$
\begin{array}{r}
C(x, y, \tau)-C_{s s}(x, y)=\sum_{n=1}^{\infty} \hat{C}_{n}(x, \tau) \alpha_{n}(y), \\
T(y, \tau)-T_{s s}(y)=f(y, \tau)=\sum_{n=1}^{\infty} \hat{f}_{n}(\tau) \alpha_{n}(y) . \tag{4.2.4}
\end{array}
$$

Following [58] one then gets (see 4.8.2) the following matrix equation for the evolution of the components $f_{n}$ :

$$
\begin{align*}
& \quad \dot{\hat{f}_{n}}=-\bar{\kappa} \sum_{k=1}^{\infty} \mathbb{L}_{n k} \hat{f}_{k}, \quad n=1,2, \ldots, \infty,  \tag{4.2.5}\\
& \text { where, } \mathbb{L}_{n k}=\left[\mathcal{T} \Lambda^{3 / 4} \mathcal{T}^{\dagger}\right]_{n k} \tag{4.2.6}
\end{align*}
$$

with $\mathcal{T}_{n l}=\left\langle\alpha_{n} \mid \phi_{l}\right\rangle=\int_{0}^{1} d y \alpha_{n}(y) \phi_{l}(y)$, where $\phi_{m}(y)=\sqrt{2} \cos (m \pi y)$ for $m>0, \phi_{0}(y)=1$ and $\Lambda_{m l}=\lambda_{m} \delta_{m l}$ is a diagonal matrix with $\lambda_{n}=(n \pi)^{2}$. The constant $\bar{\kappa}=\omega^{3 / 2} /(2 \sqrt{2 \gamma})$. Therefore, the function $f(x, \tau)$ with homogeneous boundaries $f(0, \tau)=f(1, \tau)=0$ satisfies,

$$
\begin{equation*}
\partial_{\tau} f(y, \tau)=-\bar{\kappa} \mathbb{L} f(y, \tau) \tag{4.2.7}
\end{equation*}
$$

From Eq. (4.2.6), one notices that $\mathbb{L}_{n k}$ can be written as

$$
\mathbb{L}_{n k}=\left\langle\alpha_{n}\right| \mathbb{L}\left|\alpha_{k}\right\rangle=\left\langle\alpha_{n}\right|\left[\sum_{m=0}^{\infty} \lambda_{m}^{3 / 4}\left|\phi_{m}\right\rangle\left\langle\phi_{m}\right|\right]\left|\alpha_{k}\right\rangle, \forall n, k=1,2, \ldots, \infty
$$

which allows us to identify the action of the operator $\mathbb{L}$ acting on the set of basis functions $\phi_{m}$ (which satisfy Neumann boundary conditions):

$$
\begin{equation*}
\mathbb{L}\left|\phi_{m}\right\rangle=\lambda_{m}^{3 / 4}\left|\phi_{m}\right\rangle . \tag{4.2.8}
\end{equation*}
$$

It is important to notice that the above representation of the operator $\mathbb{L}$ is not the "spectral fractional Laplacian with Dirichlet boundary conditions" which would consist to replace $\phi_{n}$ by $\alpha_{n}$ in (4.2.8). This definition has been mentioned in [4] and a more mathematically rigorous derivation has been obtained [93]. The above results imply that the temperature field $T(y, \tau)$ evolves according to the fractional equation

$$
\begin{equation*}
\partial_{\tau} T(y, \tau)=-\bar{\kappa} \mathbb{L} T(y, \tau)=-\mathbb{L}_{\bar{\kappa}} T(y, \tau), \tag{4.2.9}
\end{equation*}
$$

where we have defined $\mathbb{L}_{\bar{\kappa}}=\bar{\kappa} \mathbb{L}$ and the steady state is required to satisfy the condition $\mathbb{L}_{\bar{\kappa}} T_{s s}(y)=$ 0 . To describe the evolution of the temperature profile, one is specifically interested in finding the eigenvectors of the operator $\mathbb{L}$ which satisfy Dirichlet boundary conditions. This can be obtained by diagonalizing the infinite-dimensional matrix in Eq. (4.2.6). Let the eigenvector components of this matrix be denoted by $\psi_{n}^{(m)}$, corresponding to eigenvalue $\mu_{n}$, so that $\sum_{k} \mathbb{L}_{m k} \psi_{n}^{(k)}=\mu_{n} \psi_{n}^{(m)}$. Then the eigenvector in the position basis is given by $\psi_{n}(y)=\sum_{m} \psi_{n}^{(m)} \alpha_{m}(y)$. In Sec. 4.4 we provide an alternate and more efficient method of computing eigenvalues and eigenvectors. This method involves finding roots of a transcendental equation and avoids diagonalization of infinite dimensional matrices. We also discuss various properties of the spectrum there. We now describe several results that follow for the steady state and the time evolution towards it.

### 4.3 Steady state results

Let us write the steady state temperature in the form

$$
\begin{equation*}
T_{s s}(y)=\bar{T}+\delta T \Theta(y) \tag{4.3.I}
\end{equation*}
$$

where $\bar{T}=\left(T_{L}+T_{R}\right) / 2, \delta T=T_{L}-T_{R}$ and the function $\theta(y)$ satisfies the boundary conditions, $\Theta(0)=1 / 2, \Theta(1)=-1 / 2$. Then expanding $\Theta(y)=\sum_{n} \hat{\Theta}_{n} \phi_{n}(y)$, the stationarity condition $\mathbb{L}_{\bar{k}} \Theta=0$ along with Eq. (4.2.8) gives

$$
\begin{equation*}
\sum_{n} \lambda_{n}^{3 / 4} \hat{\Theta}_{n} \phi_{n}=0 . \tag{4.3.2}
\end{equation*}
$$

Now we note the identities (see 4.8.3), which have to be understood in a distributional sense:

$$
\begin{equation*}
\sum_{n \text { odd }} \phi_{n}(y)=0, \sum_{n \text { even }} \phi_{n}(y)=-1 / \sqrt{2} . \tag{4.3.3}
\end{equation*}
$$

Using these and the boundary conditions $\Theta(0)=-\Theta(1)=\frac{1}{2}$ we finally get

$$
\begin{align*}
\Theta(y) & =\sum_{n \text { odd }} \frac{c}{\lambda_{m}^{3 / 4}} \phi_{m}(y), \\
\text { with } c & =\frac{\pi^{3 / 2}}{[\sqrt{8}-1] \zeta(3 / 2)}, \tag{4.3.4}
\end{align*}
$$

where $\zeta(s)$ is the Riemann-Zeta function. The temperature profile matches with the one presented in [4, 57, 94]:

$$
\begin{equation*}
T_{s s}(y)=\bar{T}+\delta T \frac{\pi^{3 / 2}}{[\sqrt{8}-1] \zeta(3 / 2)} \sum_{n \text { odd }} \frac{\phi_{n}(y)}{\lambda_{n}^{3 / 4}} \tag{4.3.5}
\end{equation*}
$$

A comparison of the above equation with the microscopic simulation of the system Eq. (4.2.I) in Fig. (4.I) shows a very good agreement. The systematic differences are due to finite size effects, as was already noted in [57]. We next consider the steady state current. First, we observe that the fractional Laplacian $\mathbb{L}_{\bar{\kappa}}$ can be expressed in the form of a divergence, namely in the form $\mathbb{L}_{\bar{\kappa}}=\bar{\kappa} \partial_{y} \mathbb{A}$


Figure 4.1: Temperature profile from Eq. (4.3.5)(solid black line) compared with direct numerical simulations of microscopic system for system sizes $N=128,256,512$. In the inset the difference between Eq. (4.3.5) and numerical simulations is plotted for various system size.
where the operator $\mathbb{A}$ is defined through the following action on Neumann basis vectors

$$
\begin{equation*}
\mathbb{A} \phi_{n}(y)=\lambda_{n}^{1 / 4} \alpha_{n}(y) . \tag{4.3.6}
\end{equation*}
$$

We then see that (4.2.9) is in the form of a continuity equation $\partial_{\tau} T(y, \tau)=-\partial_{y} j(y, \tau)$ with the non-local energy current defined as $j(y, \tau)=\bar{\kappa} \mathbb{A} T(y, \tau)$. Using this definition of the current and the steady state temperature profile in (4.3.5) we immediately get the steady state current as

$$
\begin{equation*}
\frac{j}{\delta T}=\frac{\bar{\kappa} \mathbb{A} T_{s s}(y)}{\delta T}=\frac{\bar{\kappa} c}{2 \sqrt{2}}, \tag{4.3.7}
\end{equation*}
$$

where we used the identity $\sum_{n \in \text { odd }} \alpha_{n}(y) / \lambda_{n}^{1 / 2}=1 /(2 \sqrt{2})(4.8 .3)$. Note that this gives us the scaled current while the actual current is given by $J=j / \sqrt{N}$, in agreement with results obtained in [57].

### 4.4 Time evolution of temperature profile

The fractional Laplacian equation (4.2.9) allow us to study the time evolution of the temperature profile, starting from given initial and boundary conditions, and the eventual approach to the
steady state at large times. Here we address the problem of describing the system's time evolution. As before, the temperature profile at any time $\tau$ in the form $T(y, \tau)=T_{s s}(y)+f(y, \tau)$, where again $f(y, \tau)$ satisfies Eq. (4.2.9) but with vanishing Dirichlet boundary conditions, $f(0, \tau)=$ $f(1, \tau)=0$. Let $\left\{\psi_{n}\right\}$ be the eigenvectors with corresponding eigenvalues $\mu_{1}<\mu_{2}<\mu_{3} \ldots$ of $\mathbb{L}$ , satisfying the equation

$$
\begin{equation*}
\mathbb{L} \psi_{n}(y)=\mu_{n} \psi_{n}(y) \tag{4.4.I}
\end{equation*}
$$

and boundary conditions $\psi_{n}(0)=\psi_{n}(1)=0$. It can be shown that the operator $\mathbb{L}$ has a nondegenerate and positive spectrum (see below). We can then immediately write the solution for $f(y, \tau)$ as

$$
\begin{array}{r}
f(y, \tau)=\sum_{n=1} \hat{f}_{n}(0) e^{-\bar{\kappa} \mu_{n} \tau} \psi_{n}(y),  \tag{4.4.2}\\
\text { where } \hat{f}_{n}(0)=\int_{0}^{1} d y f(y, 0) \psi_{n}(y),
\end{array}
$$

are "fractional-Fourier coefficients" for the initial field $f(y, 0)$. In the first section we outlined the procedure followed in [58] to find the Dirichlet eigenfunctions expanding the eigenfunctions $\psi_{n}$ in the orthogonal basis of $\left\{\alpha_{l}\right\}_{l \geq 1}$ as $\psi_{n}(y)=\sum_{l \geq 1} \xi_{n l} \alpha_{l}(y)$. We show here that much simplification and better accuracy is achieved if one expands $\psi_{n}$ directly in the Neumann basis $\left\{\phi_{m}\right\}_{m \geq 0}$.

$$
\begin{equation*}
\psi(y)=\sum_{m} \hat{\zeta}_{m} \phi_{m}(y) . \tag{4.4.3}
\end{equation*}
$$

From Eq. (4.4.I), and using the definition of $\mathbb{L}$ in Eq. (4.2.8), we have

$$
\begin{equation*}
\sum_{m \geq 0}\left(\mu-\lambda_{m}^{3 / 4}\right) \hat{\zeta}_{m} \phi_{m}(y)=0 . \tag{4.4.4}
\end{equation*}
$$

There are two sets of solution for this equation. The first set is given by

$$
\begin{equation*}
\hat{\zeta}_{0}=-\frac{b}{\sqrt{2} \mu}, \hat{\zeta}_{2 k}=\frac{b}{\lambda_{2 k}^{3 / 4}-\mu}, k \geq 1, \hat{\zeta}_{2 k+1}=0, k \geq 0 \tag{4.4.5}
\end{equation*}
$$

where we have made use of the identity $\sum_{m=1}^{\infty} \phi_{2 m}(x)=-1 / \sqrt{2}$. The second solution set is given by

$$
\begin{equation*}
\hat{\zeta}_{2 k+1}=\frac{b}{\lambda_{2 k+1}^{3 / 4}-\mu}, \quad k \geq 0, \quad \hat{\zeta}_{2 k}=0, \quad k \geq 0 \tag{4.4.6}
\end{equation*}
$$

where we have used the identity $\sum_{m=0}^{\infty} \phi_{2 m+1}(y)=0$ (4.8.3). So far, $b$ and $\mu$ are un-determined. We now use the Dirichlet boundary condition $\psi(0)=\hat{\zeta}_{0}+\sqrt{2} \sum_{k \geq 1} \hat{\zeta}_{2 k}+\sum_{k \geq 0} \hat{\zeta}_{2 k+1}=0$. From our first solution set Eq. (4.4.5) we then get the following equation satisfied by $\mu$

$$
\begin{equation*}
\sum_{k \geq 1} \frac{1}{\lambda_{2 k}^{3 / 4}-\mu}=\frac{1}{2 \mu} . \tag{4.4.7}
\end{equation*}
$$

Similarly, from the second solution set Eq. (4.4.6), we get

$$
\begin{equation*}
\sum_{k \geq 0} \frac{1}{\lambda_{2 k+1}^{3 / 4}-\mu}=0 \tag{4.4.8}
\end{equation*}
$$

The solution of either of the above two equations gives us the required eigenvalue, while Eqs. (4.4.5)(4.4.6) provide us with the corresponding eigenfunction, with the constant $b$ fixed by normalization. We label the first set of solutions by $\mu_{2 n+1}, \psi_{2 n+1}, n \geq 0$ and the second set by $\mu_{2 n}, \psi_{2 n+2}$, $n \geq 0$. From the structure of the eigenvalue equations it is clear that the roots are ordered set of numbers such that $\lambda_{2 n}^{3 / 4}<\mu_{2 n+1}<\lambda_{2 n+2}^{3 / 4}$ and $\lambda_{2 n-1}^{3 / 4}<\mu_{2 n}<\lambda_{2 n+1}^{3 / 4}$. Finally, introducing the notation, $\langle f \mid g\rangle=\int_{0}^{1} d x^{\prime} f\left(x^{\prime}\right) g\left(x^{\prime}\right)$, such that $\left\langle x \mid \psi_{n}\right\rangle=\int_{0}^{1} d x \delta\left(x-x^{\prime}\right) \psi_{n}\left(x^{\prime}\right)=\psi_{n}(x)$, the eigenvectors can now be written explicitly as

$$
\begin{align*}
& \left|\psi_{2 n+1}\right\rangle=D_{2 n+1}\left(-\frac{1}{\sqrt{2} \mu_{2 n+1}}\left|\phi_{0}\right\rangle+\sum_{m \geq 1} \frac{1}{\lambda_{2 m}^{3 / 4}-\mu_{2 n+1}}\left|\phi_{2 m}\right\rangle\right)  \tag{4.4.9}\\
& \left|\psi_{2 n+2}\right\rangle=D_{2 n+2}\left(\sum_{m \geq 0} \frac{1}{\lambda_{2 m+1}^{3 / 4}-\mu_{2 n+2}}\left|\phi_{2 m+1}\right\rangle\right) \tag{4.4.1о}
\end{align*}
$$

where $D_{n}$, found from the normalizing condition $\left\langle\psi_{n} \mid \psi_{n}\right\rangle=1$, is explicitly given as,

$$
\begin{align*}
& D_{2 n+1}=\left[\frac{1}{2 \mu_{2 n+1}^{2}}+\sum_{m \geq 1} \frac{1}{\left(\lambda_{2 m}^{3 / 4}-\mu_{2 n+1}\right)^{2}}\right]^{-1 / 2} \\
& D_{2 n+2}=\left[\sum_{m \geq 0} \frac{1}{\left(\lambda_{2 m+1}^{3 / 4}-\mu_{2 n+2}\right)^{2}}\right]^{-1 / 2} . \tag{4.4.II}
\end{align*}
$$

Thus, as promised, we have managed to obtain a much efficient method for computing the Dirichlet spectrum of the fractional operator $\mathbb{L}$. The roots of the eigenvalue equations (4.4.7)-(4.4.8) are solved numerically using Newton-Raphson method scanning in between these intervals. This procedure gives a fast and efficient way to compute the eigenvector while avoiding diagonalizing infinite dimensional matrices. For large $k$, we have, $\mu_{k} \approx \lambda_{k}^{3 / 4}$.

This procedure can be generalized to a fractional operator defined through the equation

$$
\begin{equation*}
\mathbb{L}^{(\beta)} \phi_{n}(y)=\lambda_{n}^{\beta} \phi_{n}(y), \tag{4.4.12}
\end{equation*}
$$

for arbitrary $\beta$. For diffusive case $(\beta=1)$ one can obtain exact results and recover the expected result $\mu_{k}^{(\beta=1)}=\pi^{2} k^{2}$ and $\psi_{k}(y)=\alpha_{k}(y)$.

### 4.4.I Properties of Dirichlet eigensystem of the fractional OPERATOR IN BOUNDED DOMAIN

The numerical values of the computed eigenvalues are plotted in Fig. (4.2) in log-log scale, where we find that for large $n \mu_{n} \approx(n \pi)^{3 / 2}$, while for smaller values $n$, there is a systematic deviation from the scaling due to the fact we are now working in a bounded domain. The first three eigenvalues $\left(\mu_{n}\right)$ are approximately $\mu_{1} \approx 2.75, \mu_{2} \approx 12.02, \mu_{3} \approx 24.22$. The first eigenvalue we have $\left|\mu_{1}-\pi^{3 / 2}\right| / \pi^{3 / 2} \approx 0.5046$ (see inset in Fig. (4.2)). This eigenvalue spectrum is expected to be identical to that in [58], upto a constant factor (see discussion in previous section). The first few numerically computed eigenvectors are shown in Fig. (4.3). The eigenvectors are similar to sin functions but have divergent derivatives near the left and right boundaries. In order to compare it with corresponding sin functions, we plot in Fig. (4.4) the overlap of integral between $\psi_{n}(y)$ and


Figure 4.2: Eigenvalues computed from Eq. (4.4.7) and (4.4.8) plotted (blue dots) in log-log scale. Number of basis state used to approximate the function is 600 . For large $n, \mu_{n} \sim(n \pi)^{3 / 2}$, i.e. the Dirichlet and Neumann eigenvalues are same. For small $n$ there is a systematic difference between the two. A straight line of exponent $x^{3 / 2}$ (black dot) is plotted alongside. In the inset we plot, $\log \left(1-\mu_{n} / \lambda_{n}^{3 / 4}\right)$ vs $\log (n)$, which characterizes the difference between the Dirichlet and Neumann boundary eigenvalues. For large $n$ the value of this function goes to zero with slope 1 , suggesting he difference between the two decreases linearly with $n$. The red dashed line shows that it decays with an inverse power law of exponent 1.


Figure 4.3: The first six eigenvectors of fractional operator, $\psi_{n}(y)$, (black) as compared to corresponding eigenfunctions of Laplacian i.e. sin functions (blue dotted). The eigenstates are different from corresponding sin functions near the boundaries even for large $n$. These eigenfunctions are computed by summing over 600 basis states.


Figure 4.4: (a)(Left) To quantify the similarity between $\psi_{n}(y)$ and $\sqrt{2} \sin (n \pi y)$, we plot the overlap integral, $I_{n}=1-$ $\int_{0}^{1} \psi_{n}(y) \sqrt{2} \sin (n \pi y) d y$. For large $n$ this seems to be saturating to a finite value, suggesting that the eigenfunctions $\psi_{n}$ are quite different from sin functions. (b)(right) Scaling at boundaries of the eigenvectors in log-log scale shows that at the boundaries, the wave-function scales as $\sqrt{y}$.
$\sqrt{2} \sin (n \pi y)$ defined as $I_{n}=1-\int_{0}^{1} \psi_{n}(y) \sqrt{2} \sin (n \pi y) d y$. This increases and saturates to a particular value, suggesting that the wave functions are quite different from sin functions even for large $n$. Also the eigenfunctions show a non-analytic behavior at the boundaries, for example near the left boundary one finds $\lim _{y \rightarrow 0^{+}} \psi_{n}(y) \sim \sqrt{y}$ (see Fig. 4.4b), in contrast to sin-functions for which $\lim _{y \rightarrow 0^{+}} \sin (n \pi y) \sim y$.

The eigenspectrum of fractional operator in bounded domain has been discussed earlier in the literature, using somewhat phenomenological approaches [92, 96, 97, 98]. It is not clear if those approaches can be related to that presented in this chapter.

### 4.4.2 COMPARISON OF TIME EVOLUTION FORMULA WITH NUMERICAL simulations of the HCME model

We now compare the prediction from Eq. (4.4.2), with $\bar{\kappa}=1 /(2 \sqrt{2})$, with results from direct microscopic simulations, described by Eq. (4.2.I) with the additional stochastic exchange dynamics. Initially the system of size $N$ is prepared in a step initial condition, given by

$$
\begin{align*}
T_{i} & =T_{L}, 1 \leq i<N / 2, \\
& =T_{R}, N / 2 \leq i \leq N+1 . \tag{4.4.13}
\end{align*}
$$



Figure 4.5: The time evolution of temperature starting from an initial step profile. The function $\Theta(y, \tau)=T(y, \tau)-\bar{T}=$ $T_{s s}(y)+f(y, \tau)-\bar{T}$ is plotted and compared with numerical simulations. In the left figure, dashed lines indicate simulation results for the time-evolution, for system sizes $N=128$ (red), $N=256$ (blue), $N=512$ (magenta). The solid lines at different scaled times $(\tau)$ are generated from Eq. (4.4.2) by summing over 600 basis states. (right) The same, but now with the theoretical curves computed using the sin-functions instead of the $\psi$-functions, and eigenvalues $\lambda_{n}^{3 / 4}$ instead of $\mu_{n}$. We notice that they do not match well with simulations, specially the deviations are prominent near the two boundary.

At large times it reaches a steady state described by Eq. (4.3.5). At various intermediate times, we plot the function $\Theta(y, \tau)=T(y, \tau)-\bar{T}=T_{s s}(y)+f(y, \tau)-\bar{T}$, such that $\Theta(0, \tau)=1 / 2=$ $-\Theta(1, \tau)$. In Fig. (4.5) we show the temperature profile at intermediate times from microscopic simulation with scaled space $(y=i / N)$ and times $\left(\tau=t / N^{3 / 2}\right)$ for various system sizes. We note that with increasing system size, the data converges to the prediction from Eq. (4.4.2). The difference between the numerical profiles and the predicted theoretical profile is shown in the inset. As we increase the system size, this difference systematically decreases. We also demonstrate that using standard Dirichlet sin-functions, instead of the $\psi$-functions, leads to significant differences, especially near the boundaries.

### 4.5 Adding noise satisfying fluctuation dissipation to describe equilibrium fluctuations in finite system

In [60], the harmonic chain with random momentum flips (HCMF model) was studied. In the HCMF, the stochastic dynamics flips the momentum of the particle and is embedded in the Hamiltonian dynamics such that the macroscopic dynamics is diffusive. It was shown that the equilibrium energy fluctuations $e(x, t)=E(x, t)-\langle E(x, t)\rangle$, where $E(x, t)$ is the local energy of the system at time $t$, satisfies the noisy diffusion equation $\partial_{t} e(x, t)=\partial_{x}^{2} e(x, t)+\partial_{x}[D T(x, t) \eta(x, t)]$,
with $\eta$ a space-time mean zero white noise. As a note of caution, from here onwards, we use a different notation than that of the previous sections with $\{x, y\} \in[0,1]$, and $t$ is, in general, referred to a scaled time. The aim of this section is to establish a fractional fluctuating equation for the HCME model, which has anomalous diffusion properties. Using this equation, we establish a Green-Kubo formula relating the equilibrium current fluctuations to the non-equilibrium current. Next, we discuss the long-range correlations and conjecture a form for the long-range correlations of energy and test it using simulations.

The generalized equation, which we hypothesize in equilibrium at temperature $T$ is

$$
\begin{equation*}
\partial_{t}\left|e_{t}\right\rangle=-\mathbb{L}_{\bar{\kappa}}\left|e_{t}\right\rangle+\sqrt{2 \bar{\kappa}} \nabla\left(B T\left|\eta_{t}\right\rangle\right), \tag{4.5.1}
\end{equation*}
$$

where $\eta(x, t)$ is a white Gaussian noise with $\langle\eta(x)\rangle=0,\left\langle\eta(x, t) \eta\left(y, t^{\prime}\right)\right\rangle=\delta(x-y) \delta(t-$ $t^{\prime}$ ) and $\mathbb{L}_{\bar{\kappa}}$ is the fractional Laplacian as defined in Eq. (4.2.9). The explicit form for the operator $B B^{\dagger}$ is established through the requirement that energy fluctuations must respect the fluctuation dissipation (FD) in equilibrium. We define the Green function satisfying

$$
\begin{equation*}
\partial_{t} G_{t}=-\mathbb{L}_{\bar{k}} G_{t},\langle x| G_{0}\left|x^{\prime}\right\rangle=G_{0}^{x x^{\prime}}=\delta\left(x-x^{\prime}\right), \tag{4.5.2}
\end{equation*}
$$

with Dirichlet boundary conditions in $x \in[0,1]$. This can then be easily expressed in terms of the basis states $\left\{\psi_{n}\right\}_{n \geq 1}$ as $G_{t}^{x x^{\prime}}=\sum_{n=1} \psi_{n}(x) \psi_{n}\left(x^{\prime}\right) e^{-\bar{\kappa} \mu_{n} t}$. The long-time solution to Eq. (4.5.I) is then given by

$$
\begin{align*}
e(x, t) & =\sqrt{2 \bar{\kappa}} \int_{-\infty}^{t} d s\langle x| G_{t-s}\left|\nabla\left(B T \eta_{s}\right)\right\rangle, \\
& =-\sqrt{2 \bar{\kappa}} \int_{-\infty}^{t} d s\langle x| \nabla G_{t-s}\left|\left(B T \eta_{s}\right)\right\rangle . \tag{4.5.3}
\end{align*}
$$

The equal time correlation function in equilibrium defined as $C_{\mathrm{eq}}(x, y)=\langle e(x, t) e(y, t)\rangle$ then is
given as

$$
\begin{align*}
C_{\mathrm{eq}}(x, y) & \left.=2 \kappa \int_{-\infty}^{t} d s \int_{-\infty}^{t} d s^{\prime}\left\langle\langle x| \nabla G_{t-s} \mid B T \eta_{s}\right\rangle\left\langle\eta_{s^{\prime}} T B^{\dagger}\right| \nabla G_{t-s^{\prime}}|y\rangle\right\rangle \\
& =2 \bar{\kappa} T^{2} \int_{-\infty}^{t} d s\langle x| \nabla G_{t-s} B B^{\dagger} \nabla G_{t-s}|y\rangle  \tag{4.5.4}\\
& =-2 \bar{\kappa} T^{2} \int_{-\infty}^{t} d s\langle x| G_{t-s} \nabla B B^{\dagger} \nabla G_{t-s}|y\rangle
\end{align*}
$$

where the statistical average is used and we integrate out the space time white noise to give, $\left\langle\left\langle x^{\prime} \mid B \eta_{s}\right\rangle\left\langle\eta_{s^{\prime}} B^{\dagger} \mid y^{\prime}\right\rangle\right\rangle=\left\langle B \eta(s) B \eta\left(s^{\prime}\right)\right\rangle=\delta\left(s-s^{\prime}\right) B B^{\dagger}\left(x^{\prime}, y^{\prime}\right)$ followed by an integration by parts. Here, the big angles, $\langle\ldots\rangle$ denote average over space-time white noise profiles whereas $\langle.$. and $|.$.$\rangle denote the bra-ket notation, e.g. \langle x \mid e\rangle=e(x, t)$. If we identify $-\bar{\kappa} \nabla B B^{\dagger} \nabla=\mathbb{L}_{\bar{\kappa}}$, and using Eq. (4.5.2) we recover FD relation in equilibrium

$$
\begin{align*}
C_{\mathrm{eq}}(x, y) & =T^{2} \int_{-\infty}^{t} d s\left(\langle x| G_{t-s} \mathbb{L}_{\bar{\kappa}} G_{t-s}|y\rangle+\langle y| G_{t-s} \mathbb{L}_{\bar{\kappa}} G_{t-s}|x\rangle\right), \\
& =T^{2} \int_{-\infty}^{t} d s \partial_{s}\langle x| G_{t-s} G_{t-s}|y\rangle=T^{2} \delta(x-y), \tag{4.5.5}
\end{align*}
$$

where we used the fact that changing $x \leftrightarrow y$ would not change the correlation function due to time reversal symmetry of the microscopic dynamics. The operator $B B^{\dagger}$ can consistently be defined on a function $g(x)$, expanded in $\left\{\alpha_{n}\right\}_{n \geq 1}$ basis, as $g(x)=\sum_{n} \hat{g}_{n} \alpha_{n}(x)$. Again, using the definition of $\mathbb{L}_{\bar{\kappa}}=-\bar{\kappa} \nabla B B^{\dagger} \nabla$ in Eq. (4.2.8), we define the symmetric operator $B B^{\dagger}$ as,

$$
\begin{equation*}
\int_{0}^{1} d x^{\prime} B B^{\dagger}\left(x, x^{\prime}\right) g\left(x^{\prime}\right)=\sum_{n=1}^{\infty} \frac{1}{\left(\lambda_{n}\right)^{1 / 4}} \hat{g}_{n} \alpha_{n}(x) \tag{4.5.6}
\end{equation*}
$$

Note that we do not assume anything about the form of the operator $B$, which would be important if we were to study non-equilibrium phenomena where temperature is not constant in space.

The connection between the $\mathbb{L}$ operator with the $B B^{\dagger}$ allows one to identify the current (through continuity equation) as

$$
\begin{equation*}
j(x, t)=-\bar{\kappa} \int_{0}^{1} d x^{\prime} B B^{\dagger}\left(x, x^{\prime}\right) \partial_{x^{\prime}} e\left(x^{\prime}, t\right) \tag{4.5.7}
\end{equation*}
$$

Note that the above equation is a linear response relation, but in contrast to the diffusive case, this relation is non-local. Such non-local linear response relation have recently been reported in [94], where an alternate series representation of the kernel $B B^{\dagger}\left(x, x^{\prime}\right)$ has been provided for HCME model with general boundary conditions. In 4.8.4, we show that the spectral representation in Eq. (4.5.6) is completely consistent with the series representation in [94] for fixed boundary condition.

## 4.S.i Spatio-temporal equilibrium energy correlations

We compute the two time spatio-temporal energy correlations in equilibrium defined as $C_{\mathrm{eq}}\left(x, t, y, t^{\prime}\right)=$ $\left\langle e(x, t) e\left(y, t^{\prime}\right)\right\rangle$ and show that at large times it is given in terms of the Green functions. The two time correlations can be analogously written down as,

$$
\begin{equation*}
\left.C_{\mathrm{eq}}\left(x, t, y, t^{\prime}\right)=2 \bar{\kappa} \int_{-\infty}^{t} d s \int_{-\infty}^{t^{\prime}} d s^{\prime}\left\langle\langle x| \nabla G_{t-s} \mid B T \eta_{s}\right\rangle\left\langle\eta_{s^{\prime}} T B^{\dagger}\right| \nabla G_{t^{\prime}-s^{\prime}}|y\rangle\right\rangle, \tag{4.5.8}
\end{equation*}
$$

Taking $t>t^{\prime}$, and performing the $t$ integral we have,

$$
C_{\mathrm{eq}}\left(x, t, y, t^{\prime}\right)=-2 \bar{\kappa} T^{2} \int_{-\infty}^{t^{\prime}} d s\langle x| G_{t-s} \nabla B B^{\dagger} \nabla G_{t^{\prime}-s}|y\rangle \theta\left(t-t^{\prime}\right),
$$

where $\theta(t)$ is the Heaviside theta function. Proceeding as before and identifying $-\bar{\kappa} \nabla B B^{\dagger} \nabla=$ $\mathbb{L}_{\bar{\kappa}}$ and interchanging $x, y$

$$
\begin{align*}
C_{\mathrm{eq}}\left(x, t, y, t^{\prime}\right) & =T^{2} \int_{-\infty}^{t^{\prime}} d s\left(\langle x| G_{t-s} \mathbb{L}_{\bar{\kappa}} G_{t^{\prime}-s}|y\rangle+\langle y| G_{t-s} \mathbb{L}_{\bar{k}} G_{t^{\prime}-s}|x\rangle\right), \\
& =T^{2} \int_{-\infty}^{t^{\prime}} d s \partial_{s}\langle x| G_{t-s} G_{t^{\prime}-s}|y\rangle=T^{2} G_{t-t^{\prime}}^{x y} \theta\left(t-t^{\prime}\right) \tag{4.5.9}
\end{align*}
$$

Along with a similar term for $t<t^{\prime}$, we can write the two time correlations as,

$$
\begin{equation*}
C_{\mathrm{eq}}\left(x, t, y, t^{\prime}\right)=\langle x| T^{2} G_{t-t^{\prime}} \theta\left(t-t^{\prime}\right)+T^{2} G_{t^{\prime}-t} \theta\left(t^{\prime}-t\right)|y\rangle . \tag{4.5.io}
\end{equation*}
$$

### 4.5.2 CURRENT Fluctuations in equilibrium

Here we define the fluctuating current in the system and then establish Green-Kubo relation for the system connecting the equilibrium current fluctuations and non-equilibrium current in the system. We expect that since the total energy in the isolated system is conserved, the energy flow across the system must be in continuity form $\partial_{t} e(x, t)+\partial_{x} j(x, t)=0$. Along with the definition of current in Eq. (4.3.6), the fluctuating current operator is defined as,

$$
\begin{equation*}
\left|j_{t}\right\rangle=\bar{\kappa} \mathbb{A}\left|e_{t}\right\rangle-\sqrt{2 \bar{\kappa}}\left|B T \eta_{t}\right\rangle . \tag{4.5.ІІ}
\end{equation*}
$$

From previous section, it follows that the definition of current operator as $\mathbb{A}=-B B^{\dagger} \nabla$. We also note that since the current operator is odd in derivatives, the adjoint current operator has the property, $\mathbb{A}^{\dagger}=-\mathbb{A}$. Now we expect that [99] the second moment of equilibrium total current fluctuations is related to the current in NESS through the Green-Kubo formula. A precise statement is:

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{\left\langle q^{2}\right\rangle_{\delta T=0}}{2 \tau T^{2}}=\lim _{\delta T \rightarrow 0} \frac{j}{\delta T}, \tag{4.5.12}
\end{equation*}
$$

where $q(\tau)=\int_{0}^{\tau} d t \int_{0}^{1} d x j(x, t)$. In order to verify this relation, we first express $\left\langle q^{2}\right\rangle$, in terms of the integrals of the unequal time current correlations:

$$
\begin{equation*}
\frac{\left\langle q^{2}\right\rangle_{\delta T=0}}{\tau}=\frac{1}{\tau} \int_{0}^{\tau} d t \int_{0}^{\tau} d t^{\prime} \int_{0}^{1} d x \int_{0}^{1} d y\left\langle j(x, t) j\left(y, t^{\prime}\right)\right\rangle \tag{4.5.13}
\end{equation*}
$$

Using Eq. (4.5.iI) the current correlations can be split into four parts:

$$
\begin{aligned}
\left\langle j(x, t) j\left(y, t^{\prime}\right)\right\rangle & =\underbrace{\left.\bar{\kappa}^{2}\left\langle\langle x| \mathbb{A} \mid e_{t}\right\rangle\left\langle e_{t^{\prime}}\right| \mathbb{A}^{\dagger}|y\rangle\right\rangle}_{\mathrm{I}}+\underbrace{2 \bar{\kappa} T^{2}\langle x| B B^{\dagger}|y\rangle}_{\mathrm{II}} \delta\left(t-t^{\prime}\right) \\
& -\underbrace{\left.\sqrt{2} \bar{\kappa}^{3 / 2}\left\langle\langle x| \mathbb{A} \mid e_{t}\right\rangle\left\langle\eta_{t^{\prime}} T B^{\dagger} \mid y\right\rangle\right\rangle}_{\mathrm{IV}}-\underbrace{\left.\sqrt{2} \bar{\kappa}^{3 / 2}\left\langle\left\langle x \mid B T \eta_{t}\right\rangle\left\langle e_{t^{\prime}}\right| \mathbb{A}^{\dagger} \mid y\right\rangle\right\rangle} .
\end{aligned}
$$

Part III in the above equation can be simplified to

$$
\begin{align*}
\left.\sqrt{2} \bar{\kappa}^{3 / 2}\left\langle\langle x| \mathbb{A} \mid e_{t}\right\rangle\left\langle\eta_{t^{\prime}} T B^{\dagger} \mid y\right\rangle\right\rangle & \left.=2 \bar{\kappa}^{2} \int_{-\infty}^{t} d s\left\langle\langle x| \mathbb{A} G_{t-s} \mid \nabla\left(B T \eta_{s}\right)\right\rangle\left\langle\eta_{t^{\prime}} T B^{\dagger} \mid y\right\rangle\right\rangle \\
& =-T^{2} 2 \bar{\kappa}^{2}\langle x|\left(\mathbb{A} \nabla G_{t-t^{\prime}}\right) B B^{\dagger}|y\rangle \theta\left(t-t^{\prime}\right) \\
& =T^{2} 2 \bar{\kappa}^{2}\langle x| \mathbb{A} G_{t-t^{\prime}} \mathbb{A}^{\dagger}|y\rangle \theta\left(t-t^{\prime}\right) \tag{4.5.15}
\end{align*}
$$

Similarly part IV is given by

$$
\begin{aligned}
\left.\sqrt{2} \bar{\kappa}^{3 / 2}\left\langle\left\langle x \mid B T \eta_{t}\right\rangle\left\langle e_{t^{\prime}}\right| \mathbb{A}^{\dagger} \mid y\right\rangle\right\rangle & \left.=2 \bar{\kappa}^{2} T^{2} \int_{-\infty}^{t^{\prime}} d s\left\langle\left\langle x \mid B \eta_{t}\right\rangle\left\langle\eta_{s}(\nabla B)^{\dagger}\right| G_{t^{\prime}-s} \mathbb{A}^{\dagger} \mid y\right\rangle\right\rangle, \\
& =-T^{2} 2 \bar{\kappa}^{2}\langle x| B B^{\dagger} \nabla G_{t^{\prime}-t} \mathbb{A}^{\dagger}|y\rangle \theta\left(t^{\prime}-t\right), \\
& =T^{2} 2 \bar{\kappa}^{2}\langle x| \mathbb{A} G_{t^{\prime}-t} \mathbb{A}^{\dagger}|y\rangle \theta\left(t^{\prime}-t\right),
\end{aligned}
$$

while part I, on using (4.5.10), gives

$$
\begin{equation*}
\left.\bar{\kappa}^{2}\left\langle\langle x| \mathbb{A} \mid e_{t}\right\rangle\left\langle e_{t^{\prime}}\right| \mathbb{A}^{\dagger}|y\rangle\right\rangle=T^{2} \bar{\kappa}^{2}\left[\langle x| \mathbb{A} G_{t-t^{\prime}} \mathbb{A}^{\dagger} \theta\left(t-t^{\prime}\right)+\mathbb{A} G_{t^{\prime}-t} \mathbb{A}^{\dagger} \theta\left(t^{\prime}-t\right)|y\rangle\right] . \tag{4.5.16}
\end{equation*}
$$

We see that III + IV $=2$ I. The first term explicitly gives,

$$
\begin{align*}
\mathrm{I} & =\bar{\kappa}^{2} \int_{0}^{1} d x^{\prime} \int_{0}^{1} d y^{\prime} \mathbb{A}\left(x, x^{\prime}\right)\left\langle e_{t}\left(x^{\prime}\right) e_{t^{\prime}}\left(y^{\prime}\right)\right\rangle \mathbb{A}^{\dagger}\left(y^{\prime}, y\right), \\
& =\bar{\kappa}^{2} T^{2} \int_{0}^{1} d x^{\prime} \int_{0}^{1} d y^{\prime} \mathbb{A}\left(x, x^{\prime}\right) \mathbb{A}\left(y, y^{\prime}\right) G_{\left|t-t^{\prime}\right|}\left(x^{\prime}, y^{\prime}\right), \\
& =\bar{\kappa}^{2} T^{2} \sum_{n, l, l^{\prime}} \hat{\zeta}_{n l} \hat{\zeta}_{n l^{\prime}}\left(\lambda_{l} \lambda_{l^{\prime}}\right)^{1 / 4} e^{-\bar{\kappa} \mu_{n}\left|t-t^{\prime}\right|} \alpha_{l}(x) \alpha_{l^{\prime}}(y) \tag{4.5.17}
\end{align*}
$$

Therefore, the contribution of the parts I - III - IV $=-$ In (4.5.13) gives, after doing the space and time integrals:

$$
\begin{equation*}
\int_{0}^{\tau} d t^{\prime} \int_{0}^{\tau} d t \int_{0}^{1} d x \int_{0}^{1} d y(-\mathrm{I})=-16 \bar{\kappa}^{2} T^{2} \sum_{n} \sum_{l l^{\prime} \text { odd }} \frac{1}{\bar{\kappa} \mu_{n}}\left[\tau+\frac{\left(e^{-\mu_{n} \tau}-1\right)}{\mu_{n}}\right] \hat{\zeta}_{n l} \hat{\zeta}_{n l^{\prime}}\left(\lambda_{l} \lambda_{l^{\prime}}\right)^{-1 / 4} . \tag{4.5.18}
\end{equation*}
$$

On using (4.5.6), the contribution of part II in (4.5.13) gives

$$
\begin{align*}
\int_{0}^{\tau} d t^{\prime} \int_{0}^{\tau} d t \int_{0}^{1} d x \int_{0}^{1} d y(\mathrm{II}) & =2 \bar{\kappa} T^{2} \int_{0}^{\tau} d t^{\prime} \int_{0}^{\tau} d t \int_{0}^{1} d x \int_{0}^{1} d y B B^{\dagger}(x, y) \delta\left(t-t^{\prime}\right) \\
& =2 \bar{\kappa} T^{2} \tau \int_{0}^{1} d x \int_{0}^{1} d y \sum_{n} \frac{\alpha_{n}(x) \alpha_{n}(y)}{\lambda_{n}^{1 / 4}} \\
& =16 \bar{\kappa} T^{2} \tau \sum_{n \text { odd }} \frac{1}{\lambda_{n}^{5 / 4}} \tag{4.5.519}
\end{align*}
$$

Combining the above results we finally have

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{\left\langle q^{2}\right\rangle_{\delta T=0}}{2 \tau T^{2}}=\bar{\kappa}\left(8 \sum_{n \text { odd }} \frac{1}{\lambda_{n}^{5 / 4}}-\sum_{n} \sum_{l l^{\prime} \text { odd }} \frac{8}{\mu_{n}} \frac{\hat{\zeta}_{n l} \hat{\zeta}_{n l^{\prime}}}{\left(\lambda_{l} \lambda_{l^{\prime}}\right)^{1 / 4}}\right) . \tag{4.5.20}
\end{equation*}
$$

The first summation yields $0.5050 \ldots$ and the second yields $\approx 0.0931$, hence we get

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{\left\langle q^{2}\right\rangle_{\delta T=0}}{2 T^{2} \tau} \approx 0.4119 \bar{\kappa}, \tag{4.5.2I}
\end{equation*}
$$

which, up to numerical accuracy is consistent with the numerical value of steady state current $(j / \delta T=$ $0.4124 \bar{\kappa}$ ) we found in (4.3.7), thus validating the Green-Kubo formula in (4.5.12).

Note that in order to get the expected scaling in system size $N$, we need to put in the appropriate length scaling of the eigenvalues and eigenfunctions, for example $\lambda_{n} \rightarrow \lambda_{n} / N^{2}$ and $\mu_{n} \rightarrow$ $\mu_{n} / N^{3 / 2}$ ). We also need to consider the integrated current $Q(\tau)=\int_{0}^{\tau} d t \int_{0}^{N} d x j(x, t)$ and then one gets $\lim _{\tau \rightarrow \infty} \frac{\left\langle Q^{2}\right\rangle_{\delta T=0}}{2 T^{2} \tau} \approx \frac{0.4119 \bar{\kappa}}{\sqrt{N}}$ and $\frac{J}{\delta T}=\frac{j}{\sqrt{N \delta} \delta} \approx \frac{0.4124 \bar{\kappa}}{\sqrt{N}}$.

The above verification of the Green-Kubo identity was obtained using the fluctuating fractional diffusion equation, which is valid in the limit of large system size. A natural question is as to whether the identity is true even for a small chain with the microscopic dynamics (HCME), as would be expected from the fluctuation theorem. In Fig. (4.6), we present a numerical comparison of the equilibrium current fluctuations, with the non-equilibrium current, both computed from the microscopic model for finite systems. We see clear evidence that for small $N$, the Green-Kubo relation is violated in the HCME model. We also find that the difference between the fluctuation and response parts decreases with system size as $\sim 1 / N$. Somewhat surprisingly, the numerically obtained fluctuations (from HCME simulations) are very close to the response computed from the


Figure 4.6: For the microscopic HCME model, we compute the two quantities, $J / \delta T$ computed from non-equilibrium simulations connected to heat baths and $<Q^{2}>/\left(2 \tau T^{2}\right)$ computed from equilibrium simulations, are plotted as a function of $N$. The black dashed curve is for the theoretical current with appropriate scaling as given in Eq. (4.3.7). We find that for small $N$, these two do not match, and the difference between the two decays as $1 / N$ (inset), which is due to the contribution of current from the stochastic part. This signifies that at large $N$, Green-Kubo holds while for small $N$, it fails.
fractional diffusion equation description. A possible reason for the failure of the fluctuation theorem for small systems could be that in this model, the Hamiltonian part of the current (which goes as $1 / \sqrt{N})$, and the stochastic part of the current $(\sim 1 / N)$ have different time-reversal symmetries.

## General fractional power

In this section, we discuss a possible generalization of the results of the previous section for the Green-Kubo identity to the case of arbitrary fractional power $\beta$ of the Laplacian. There is currently no known microscopic model in which heat transfer can be described by a fractional equation with arbitrary $\beta$ - nevertheless it is an interesting exercise as it leads to some general mathematical identities involving Riemann-zeta functions. Using the definition of fractional Laplacian in Eq. 4.4.12, namely through the operation $\mathbb{L}^{(\beta)} \phi_{n}(x)=\lambda_{n}^{\beta} \phi_{n}(x)$, we can proceed in a similar way as for the $\beta=3 / 4$ case and compute steady state properties in NESS as well as equilibrium current fluctuations.

Corresponding to Eq. (4.3.7) we then get

$$
\begin{equation*}
\frac{j}{\delta T}=\frac{1}{8\left(2^{2 \beta}-1\right)(2 \pi)^{-2 \beta} \zeta(2 \beta)}, \tag{4.5.22}
\end{equation*}
$$

and corresponding to Eq. (4.5.20) we get

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{\left\langle q^{2}\right\rangle_{\delta T=0}}{2 \tau T^{2}}=8\left(1-2^{2 \beta-4}\right) \pi^{2 \beta-4} \zeta(4-2 \beta)-\sum_{n \text { even } l l^{\prime} \text { odd }} \sum_{n} \frac{8}{\mu_{n}^{(\beta)}} \frac{\hat{\zeta}_{n l}^{(\beta)} \hat{\zeta}_{n l^{\prime}}^{(\beta)}}{\left(\lambda_{l} \lambda_{l^{\prime}}\right)^{1-\beta}}, \tag{4.5.23}
\end{equation*}
$$

where due to structure of $\hat{\zeta}_{n, l}^{(\beta)}$, only the terms with even $n$ survives for odd $l$. This is computed as before but now with power $\beta$ and is explicitly given as

$$
\begin{align*}
\hat{\zeta}_{2 k+2,2 m+1}^{(\beta)} & =\frac{D_{2 k+2}^{(\beta)}}{\lambda_{2 m+1}^{\beta}-\mu_{2 k+2}^{(\beta)}}, \quad k, m \geq 0,  \tag{4.5.24}\\
\text { where } D_{2 k+2}^{(\beta)} & =\left[\sum_{m \geq 0} \frac{1}{\left(\lambda_{2 m+1}^{\beta}-\mu_{2 k+2}^{(\beta)}\right)^{2}}\right]^{-1 / 2}, \tag{4.5.25}
\end{align*}
$$

and $\left\{\mu_{2 n}^{(\beta)}\right\}_{n \geq 1}$ are the ordered roots of the equation

$$
\begin{equation*}
\sum_{k \geq 0} \frac{1}{\lambda_{2 k+1}^{\beta}-\mu^{(\beta)}}=0 \tag{4.5.26}
\end{equation*}
$$

All the coefficients in the above expressions are explicit and we have evaluated numerically the right hand sides of Eqs. (4.5.22, 4.5.23) for values of $\beta \in(0.5,1.5)$. In Fig. (4.7), we plot these quantities and find that they are very close to each other, hence verifying the Green-Kubo formula Eq. (4.5.12) for general $\beta$. The differences arise from numerical error due to truncation of series and also use of a finite number of basis functions. For $\beta=1$, this leads to diffusive results for which the double summation can be computed explicitly. Conversely, on the basis of the validity of the GreenKubo formula we are then led to conjecture a mathematical identity between the right hand sides of Eqs. (4.5.22, 4.5.23). For $\beta<1 / 2$, one has a non-convergent series summation in Eq. (4.5.23), which leads to a breakdown of the identity in this form. This corresponds to defining zeta function for power less than 1 , and possibly analytic continuation could extend the definition to other values of $\beta$. We believe that the relation holds true at least in the open interval $\beta \in(1 / 2,3 / 2)$. However,


Figure 4.7: The numerically evaluated expressions in Eq. (4.5.22) and Eq. (4.5.23) are plotted as a function of general fractional power $\beta$. The two quantities match numerically to a very good precision. The relative error between the two is plotted in the inset.
proving it remains an open problem.

### 4.6 Long range correlations in NESS

For a noneqlibrium current carrying steady state, it is expected that fluctuations across the system will develop non-zero long-range correlations. These long-range correlations is a distinguishing feature of non-equilibrium systems with conservative dynamics [ioo]. In some diffusive lattice gas as well as some Hamiltonian systems, these long-range correlations have been studied [roi, 102, 103, 104, 60]. The energy correlation in the velocity flip model (HCMF) in NESS is defined as $C_{\text {NESS }}(x, y)=\langle e(x, t) e(y, t)\rangle$, where the average is taken in NESS (as $\left.t \rightarrow \infty\right)$. It was shown that $C_{N E S S}(x, y)=\delta T^{2} \Delta^{-1}(x, y)$, where $\Delta$ is the Laplacian operator with Dirichlet boundary conditions. From the definition of fluctuating fractional equation in equilibrium, it is tempting to extend the definition of fluctuating fractional equation to non-equilibrium case, where the temperature is space-dependent:

$$
\begin{equation*}
\partial_{t}\left|e_{t}\right\rangle=-\mathbb{L}_{\bar{k}}\left|e_{t}\right\rangle+\sqrt{2 \bar{\kappa}} \nabla\left(B T_{N E S S}\left|\eta_{t}\right\rangle\right), \tag{4.6.1}
\end{equation*}
$$

We note that there is an ambiguity regarding the relative position of the operator $B$ and $T_{N E S S}$, and also with the definition for operator $B$ and $B^{\dagger}$ separately. If we anyway proceed with a naive replacement of $T$ by $T_{\text {NESS }}(x)$ in Eq. (4.5.I), to get (4.6.I), we can perform the computation of $C_{N E S S}(x, y)$ and find that this does not agree with the results from direct simulations. However, in analogy to the HCMF model, we conjecture that the NESS energy correlations $C_{N E S S}(x, y)$ are given (upto a constant factor $\nu$ ) by the inverse of the fractional Laplacian (in Dirichlet basis):

$$
\begin{equation*}
\delta T^{2} \mathbb{C}(x, y)=\frac{\delta T^{2}}{\nu} \mathbb{L}^{-1}=\frac{\delta T^{2}}{\nu} \sum_{n \geq 1} \frac{\psi_{n}(x) \psi_{n}(y)}{\mu_{n}}, \tag{4.6.2}
\end{equation*}
$$

where we have defined $\delta T^{2} \mathbb{C}(x, y)=C_{N E S S}(x, y)-T_{N E S S}(x)^{2} \delta(x-y)$, with the local same-site correlation $T_{N E S S}(x)^{2} \delta(x-y)$ subtracted from correlations.

Numerical verification of Eq. (4.8): We simulate the microscopic system in non-equilibrium with two Langevian heat baths kept at different temperature. After the system is in the steady state, we compute $\mathbb{C}(x, y)=N\langle e(i / N) e(j / N)\rangle$ where $e(i / N)=E(i / N)-\langle E(i / N)\rangle$. In Fig. (4.8) we compare our conjectured form from Eq. (4.6.2) with the results from microscopic simulations. We see that with the constant $\nu \approx 3.77$, the two numerical curves (for $y=1 / 4$ and $y=1 / 2$ ) match well with the inverse of fractional Laplacian. The constant $\nu$ is related to the total energy fluctuations in the system at NESS as
$\int_{0}^{1} d x \int_{0}^{1} d y \frac{\delta T^{2}}{\nu} \mathbb{L}^{-1}(x, y)+\int_{0}^{1} d x T_{N E S S}^{2}(x)=\int_{0}^{1} d x \int_{0}^{1} d y C_{N E S S}(x, y)=\left\langle\Delta E_{t o t}^{2}\right\rangle_{N E S S}$.

By evaluating the integrals on the LHS and finding the RHS from numerical simulations in the NESS, we can use the above equation to independently evaluate $\nu$. We find that the fluctuations $\left\langle\Delta E_{t o t}^{2}\right\rangle_{N E S S}$, obtained from simulations in NESS, converges very slowly and with the final accessed simulation time ( $2 \times 10^{9}$ time with $10^{8}$ samples) we estimate $3.51 \leq \nu \leq 4.2$. The value $\nu \approx 3.77$, obtained by fitting the long range correlations data from simulation, is well within the limits of the above estimate. We have tested (see 4.8.6) that the constant $\nu$ does not change substantially with $\delta T$ and $\bar{T}$, within the numerical accuracy and finite size effects. We note in 4.8 .6 , that if we did the same computation with $\sin (n \pi x)$ basis, then the results would differ significantly. We close this section by making a comment that proving our conjecture on the equality between the


Figure 4.8: Non-equilibrium energy correlation function $\mathbb{C}(x, y)$ in steady state of Harmonic chain momentum exchange model for $y=1 / 4$ (left figure) and $y=1 / 2$ (right figure). The system size considered here are for $N=128,256$ with $T_{L}=$ $2, T_{R}=1$. The inverse of the fractional Laplacian (summed up to 600 basis states) and with an arbitrary constant factor ( $\nu=3.77$ ), is plotted (black solid) along with the simulation results.
long-range correlations and the inverse fractional operator is an open question.

### 4.7 Conclusions

We have shown that in a particular analytically tractable model of heat conduction in one dimension, the macroscopic evolution of energy in an open system is governed by the fractional diffusion equation. This gives us a definition of the fractional operator in a finite domain and also gives a meaning to the fractional operator in terms of linear PDE's (similar to the harmonic extension of a fractional operator [105, 106$]$ ). We describe an efficient procedure to numerically construct the eigenspectrum of this operator. In terms of this operator, we compute the steady state and time evolution of temperature field, which we compare with microscopic simulations of the system. We defined the fluctuating fractional equation and used it to verify the Green-Kubo relation in the system. We also generalize the Green-Kubo for general fractional power which leads to some general mathematical identity involving zeta functions. This identity is verified numerically. We also conjecture that the long-range correlations are given by the inverse of a fractional operator. Another very interesting aspect is to study the usefulness of the eigensystem of the fractional operators in studying other applications where the underlying dynamics can be modeled as Levy flights or Levy walks.

### 4.8 Appendix

## 4.8.i Connection coefficients between sine and cosine

We can expand $\sin$ in the complete basis of $\cos$ as, $\alpha_{n}(y)=\sum_{l} \mathcal{T}_{n l} \phi_{l}(y)$, with explicit coefficients $\mathcal{T}_{n l}=\int_{0}^{1} d y \alpha_{n}(y) \phi_{l}(y)$. The coefficients are given as,

$$
\mathcal{T}_{n l}=\left\{\begin{array}{l}
0 \text { if } \mathrm{l}=\mathrm{o}, \mathrm{n} \text { is even, }  \tag{4.8.I}\\
\frac{2 \sqrt{2}}{\pi n} \text { if } \mathrm{l}=\mathrm{o}, \mathrm{n} \text { is odd, } \\
\frac{2}{\pi}\left[\frac{\delta_{(n+l), \text { odd }}}{n+l}+\frac{\delta_{(n-l), \text { odd }}}{n-l}\right], \text { if } l>0
\end{array}\right.
$$

### 4.8.2 Derivation of matrix equations of Fractional operator

Here we enumerate the steps involved in going from the set of PDE's to the matrix representation of $\mathbb{L}$ as stated in the main text. The correlation and temperature fields are expanded as, $C(x, y, \tau)-$ $C_{s s}(x, y)=\sum_{n=1}^{\infty} \hat{C}_{n}(x, \tau) \alpha_{n}(y)$ and $T(y, \tau)-T_{s s}(y)=f(y, \tau)=\sum_{n=1}^{\infty} \hat{f}_{n}(\tau) \alpha_{n}(y)$. Following [58], the first of the equations in (4.2.2) implies $\partial_{x}^{4} \hat{C}_{n}(x)=-4 \delta_{n}^{4} \hat{C}_{n}(x)$, where $\delta_{n}=$ $\sqrt{n \pi \omega /(2 \gamma)}$. Solving these equations with the appropriate boundary conditions one eventually gets,

$$
\begin{equation*}
\hat{C}_{n}(x, \tau)=\hat{A}_{n}(\tau) e^{-\delta_{n} x}\left[\sin \left(\delta_{n} x\right)-\cos \left(\delta_{n} x\right)\right] . \tag{4.8.2}
\end{equation*}
$$

using the PDE's one gets

$$
\begin{align*}
\hat{A}_{n}(\tau) & =-\frac{1}{4 \gamma \delta_{n}} \sum_{k=1} \mathcal{T}_{k n}^{\dagger} \sqrt{\lambda_{k}} f_{k} \\
\dot{\hat{f}}_{m} & =\omega^{2} \sum_{n=1} \mathcal{T}_{m n} \sqrt{\lambda_{n}} \hat{A}_{n}(\tau) \\
= & -\frac{\omega^{2}}{4 \gamma} \sum_{n, k=1} \mathcal{T}_{m n} \sqrt{\lambda_{n}} \frac{1}{\delta_{n}} \mathcal{T}_{k n}^{\dagger} \sqrt{\lambda_{k}} f_{k} \\
= & -\frac{\omega^{2}}{4 \gamma} \sum_{n, k=1} \mathcal{T}_{m n} \frac{\lambda_{n}}{\delta_{n}} \mathcal{T}_{n k}^{\dagger} f_{k} \\
= & -\bar{\kappa}\left[\mathcal{T} \Lambda^{3 / 4} \mathcal{T}^{\dagger}\right]_{m k} f_{k} \tag{4.8.3}
\end{align*}
$$

where we used the property of transformation element, $\mathcal{T}_{k n}^{\dagger} \sqrt{\lambda_{k}}=\mathcal{T}_{k n} \sqrt{\lambda_{n}}$. with $\mathcal{T}_{n l}=\left\langle\alpha_{n} \mid \phi_{l}\right\rangle=$ $\int_{0}^{1} d y \alpha_{n}(y) \phi_{l}(y)$ and the constant $\bar{\kappa}$.

### 4.8.3 Formal identities

Consider the two Fourier cosine series on $[0,1]$,

$$
\begin{align*}
q & =\frac{1}{2}+\sum_{m \text { odd }} \frac{-2 \sqrt{2}}{\pi^{2} m^{2}} \sqrt{2} \cos (\pi m q), \\
q^{2}-q & =-\frac{1}{6}+\sum_{m \in \text { even }} \frac{2 \sqrt{2}}{\pi^{2} m^{2}} \sqrt{2} \cos (\pi m q),  \tag{4.8.4}\\
q^{2}-q & =\sum_{m \in \text { odd }}-\frac{4 \sqrt{2}}{(n \pi)^{3}} \sqrt{2} \sin (\pi m q) .
\end{align*}
$$

Formally differentiating these two equations with respect to $q$ on both sides we get two formal identities (which needs to be interpreted as distributional sense):

$$
\begin{align*}
\sum_{m \text { odd }} \cos (\pi m q) & =0  \tag{4.8.5}\\
\sum_{\substack{m \text { even, } \\
m>1}} \sqrt{2} \cos (\pi m q) & =-\frac{1}{\sqrt{2}},  \tag{4.8.6}\\
\sum_{m \text { odd }} \frac{\sqrt{2} \sin (m \pi q)}{\sqrt{\lambda_{n}}} & =\frac{1}{2 \sqrt{2}} . \tag{4.8.7}
\end{align*}
$$

### 4.8.4 Alternate series representation of $B B^{\dagger}$ and connection with

## EQ. (4.5.6)

As mentioned in the main text the kernel operator $B B^{\dagger}$ has appeared earlier in the context of heat conduction through HCME model [94]. Using non-linear hydrodynamics theory in [94], the nonlocal linear response relation has been established for general boundary conditions characterized by a reflection coefficient $R=\left(\frac{\lambda-\omega}{\lambda+\omega}\right)^{2}$ which vary from 0 to 1 . For given $R$, the expression for the kernel is given as [94]

$$
\begin{equation*}
B B^{\dagger}\left(x, x^{\prime}\right)=\frac{1}{\sqrt{2 \pi}} \sum_{n=-\infty}^{\infty}\left[\frac{R^{|2 n|}}{\sqrt{\left|2 n+x-x^{\prime}\right|}}-\frac{R^{|2 n+1|}}{\sqrt{\left|2 n+x+x^{\prime}\right|}}\right] \tag{4.8.8}
\end{equation*}
$$

The value $R=0$ corresponds to the resonance condition $\omega=\lambda$ for free boundary condition i.e. $q_{0}=q_{1}$ and $q_{N}=q_{N+1}$. On the other hand, $R=1$ corresponds to fixed boundary condition. For $R=1$, one can explicitly check with the above representation that

$$
\begin{equation*}
\int_{0}^{1} d x^{\prime} B B^{\dagger}\left(x, x^{\prime}\right) \alpha_{m}\left(x^{\prime}\right)=\frac{1}{\lambda_{n}^{1 / 4}} \alpha_{m}(x), \tag{4.8.9}
\end{equation*}
$$

which is same as Eq. (4.5.6). The proof is as follows. The LHS of Eq. (4.8.9) can be written as,

$$
\begin{aligned}
\text { L.H.S }=\frac{1}{\sqrt{\pi}} \int_{0}^{1} d y\left[\frac{1}{\sqrt{|x-y|}}\right. & +\sum_{n=1}^{\infty} \frac{1}{\sqrt{2 n+x-y}}+\frac{1}{\sqrt{2 n-x+y}} \\
& \left.-\frac{1}{\sqrt{2 n-2+x+y}}-\frac{1}{\sqrt{2 n-x-y}}\right] \sin (m \pi y) \quad \text { (4.8.ıo) }
\end{aligned}
$$

Using change of variables and separating the part in absolute value we have,

$$
\begin{aligned}
\text { L.H.S }=\frac{1}{\sqrt{\pi}}\left[\int_{0}^{x}\right. & d z \frac{\sin (m \pi(x-z))}{\sqrt{z}}+\int_{0}^{1-x} d z \frac{\sin (m \pi(x+z))}{\sqrt{z}} \\
& +\sum_{n=1}^{\infty}\left(\int_{2 n-1+x}^{2 n+x} d z \frac{\sin (m \pi(2 n+x-z))}{\sqrt{z}}+\int_{2 n-x}^{2 n+1-x} d z \frac{\sin (m \pi(z-2 n+x))}{\sqrt{z}}\right. \\
& \left.\left.-\int_{2 n-2+x}^{2 n-1+x} d z \frac{\sin (m \pi(z-2 n+2-x))}{\sqrt{z}}-\int_{2 n-1-x}^{2 n-x} d z \frac{\sin (m \pi(2 n-x-z))}{\sqrt{z}}\right)\right]
\end{aligned}
$$

Upon using trigonometric identities this can be reduced to,

$$
\begin{align*}
\text { L.H.S. }= & \frac{1}{\sqrt{\pi}}\left[\left(\int_{0}^{x} d z+\sum_{n=1}^{\infty}\left(\int_{2 n-2+x}^{2 n-1+x} d z+\int_{2 n-1+x}^{2 n+x}\right)\right) \frac{\sin (m \pi(x-z))}{\sqrt{z}}\right. \\
& \left.+\left(\int_{0}^{1-x} d z+\sum_{n=1}^{\infty}\left(\int_{2 n-1-x}^{2 n-x} d z+\int_{2 n-x}^{2 n+1-x}\right)\right) \frac{\sin (m \pi(x+z))}{\sqrt{z}}\right] \tag{4.8.II}
\end{align*}
$$

which, upon simplifying further provides the R.H.S. of Eq. (4.8.9),

$$
\begin{equation*}
\frac{1}{\sqrt{\pi}} \int_{0}^{\infty} d z\left[\frac{\sin (m \pi(x-z))}{\sqrt{z}}+\frac{\sin (m \pi(x+z))}{\sqrt{z}}\right]=\frac{1}{\sqrt{m \pi}} \sqrt{2} \sin (m \pi x) \tag{4.8.12}
\end{equation*}
$$

### 4.8.5 EXPLICIT EXPRESSIONS OF SOME EQUATIONS MENTIONED EARLIER

The total fractional equation (4.5.I) can be written explicitly as,

$$
\begin{equation*}
\partial_{t} e(x, t)=\nabla_{x} \int d x^{\prime}\left[\mathbb{A}\left(x^{\prime}, t\right) e\left(x^{\prime}, t\right)-B\left(x^{\prime}, t\right) T \eta\left(x^{\prime}, t\right)\right] \tag{4.8.13}
\end{equation*}
$$

The equation for the two time equilibrium spatio-temporal correlation (Eq. (4.5.ro))can be written as,
$C_{\mathrm{eq}}\left(x, t, y, t^{\prime}\right)=2 \bar{\kappa} \int_{-\infty}^{t} d s \int_{-\infty}^{t^{\prime}} d s^{\prime} \int d x^{\prime} \int d y^{\prime} \nabla_{x^{\prime}} G_{t-s}^{x x^{\prime}}\left\langle(B T \eta)\left(x^{\prime}, s\right)(B T \eta)\left(y^{\prime}, s^{\prime}\right)\right\rangle \nabla_{y^{\prime}} G_{t^{\prime}-s^{\prime}}^{y y^{\prime}}$

The spatio-temporal current correlations in Eq. (4.5.14) can be explicitly written as,

$$
\begin{array}{r}
\left\langle j(x, t) j\left(y, t^{\prime}\right)\right\rangle=\int d x^{\prime} \int d y^{\prime} \bar{\kappa}^{2} \mathbb{A}\left(x, x^{\prime}\right) \mathbb{A}\left(y, y^{\prime}\right)\left\langle e\left(x^{\prime}, t\right) e\left(y^{\prime}, t^{\prime}\right)\right\rangle \\
+2 \bar{\kappa} T^{2} B\left(x, x^{\prime}\right) B\left(y, y^{\prime}\right)\left\langle\eta\left(x^{\prime}, t\right) \eta\left(y^{\prime}, t^{\prime}\right)\right\rangle \\
-\sqrt{2} \bar{\kappa}^{3 / 2} T \mathbb{A}\left(x, x^{\prime}\right) B\left(y, y^{\prime}\right)\left\langle e\left(x^{\prime}, t\right) \eta\left(y^{\prime}, t^{\prime}\right)\right\rangle \\
-\sqrt{2} \bar{\kappa}^{3 / 2} T B\left(x, x^{\prime}\right) \mathbb{A}\left(y, y^{\prime}\right)\left\langle\eta\left(x^{\prime}, t\right) e\left(y^{\prime}, t^{\prime}\right)\right\rangle \tag{4.8.18}
\end{array}
$$

Since it might be a bit confusing using the symbolic vector notation for the operations in the main text, here we show explicitly the expressions for individual terms and show the 2 nd and 3rd terms give a similar term to ist. Eq. (4.8.15) gives,

$$
\begin{align*}
\bar{\kappa}^{2} \int d x^{\prime} \int d y^{\prime} \mathbb{A}\left(x, x^{\prime}\right) \mathbb{A}\left(y, y^{\prime}\right) G_{\left|t-t^{\prime}\right|}^{x^{\prime} y^{\prime}} & =\bar{\kappa}^{2} \int d x^{\prime} \int d y^{\prime} B B^{\dagger}\left(x, x^{\prime}\right) \partial_{x^{\prime}} B B^{\dagger}\left(y, y^{\prime}\right) \partial_{y^{\prime}} G_{\left|t-t^{\prime}\right|}^{x^{\prime} y^{\prime}} \\
& =\bar{\kappa}^{2} \int d x^{\prime} \int d y^{\prime} \mathbb{A}\left(x, x^{\prime}\right) G_{\left|t-t^{\prime}\right|}^{x^{\prime} y^{\prime}} \mathbb{A}^{\dagger}\left(y^{\prime}, y\right) \tag{4.8.19}
\end{align*}
$$

where we used the adjoint representation for $\mathbb{A}^{\dagger}\left(y, y^{\prime}\right)=\mathbb{A}\left(y^{\prime}, y\right)$. Eq. (4.8.17) gives,

$$
\begin{align*}
\mathrm{III} & =\int d x^{\prime} \int d y^{\prime} \sqrt{2} \bar{\kappa}^{3 / 2} T \mathbb{A}\left(x, x^{\prime}\right) B\left(y, y^{\prime}\right)\left\langle e\left(x^{\prime}, t\right) \eta\left(y^{\prime}, t^{\prime}\right)\right\rangle \\
& =-2 \bar{\kappa} T^{2} \int d x^{\prime} \int d y^{\prime} \int d x^{\prime \prime} \int d y^{\prime \prime} \int_{-\infty}^{t} d s B B^{\dagger}\left(x, x^{\prime}\right) \partial_{x^{\prime}} B\left(y, y^{\prime}\right) G_{t-s}^{x^{\prime} x^{\prime \prime}} \partial_{x^{\prime \prime}} B\left(x^{\prime \prime}, y^{\prime \prime}\right)\left\langle\eta\left(y^{\prime \prime}, s\right) \eta\left(y^{\prime}, t^{\prime}\right)\right\rangle \\
& =2 \bar{\kappa} T^{2} \int d x^{\prime} \int d y^{\prime} \int d x^{\prime \prime} B B^{\dagger}\left(x, x^{\prime}\right) \partial_{x^{\prime}} B\left(y, y^{\prime}\right) \partial_{x^{\prime \prime}}\left(G_{t-t^{\prime}}^{x^{\prime} x^{\prime \prime}}\right) B\left(x^{\prime \prime}, y^{\prime}\right) \theta\left(t-t^{\prime}\right) \\
& =2 \bar{\kappa} T^{2} \int d x^{\prime} \int d y^{\prime} \int d x^{\prime \prime} \mathbb{A}\left(x, x^{\prime}\right) G_{t-t^{\prime} x^{\prime \prime}}^{x^{\prime \prime}} \mathbb{A}^{\dagger}\left(x^{\prime \prime}, y\right) \theta\left(t-t^{\prime}\right) . \tag{4.8.20}
\end{align*}
$$

Eq. (4.8.18) gives,

$$
\begin{align*}
\mathrm{IV} & =\int d x^{\prime} \int d y^{\prime} \sqrt{2} \bar{\kappa}^{3 / 2} T B\left(x, x^{\prime}\right) \mathbb{A}\left(y, y^{\prime}\right)\left\langle\eta\left(x^{\prime}, t\right) e\left(y^{\prime}, t^{\prime}\right)\right\rangle \\
& =-2 \bar{\kappa} T^{2} \int d x^{\prime} \int d y^{\prime} \int d x^{\prime \prime} \int d y^{\prime \prime} \int_{-\infty}^{t} d s B\left(x, x^{\prime}\right) \mathbb{A}\left(y, y^{\prime}\right) G_{t^{\prime}-s}^{y^{\prime} x^{\prime \prime}} \partial_{x^{\prime \prime}} B\left(x^{\prime \prime}, y^{\prime \prime}\right)\left\langle\eta\left(x^{\prime}, t\right) \eta\left(y^{\prime \prime}, s\right)\right\rangle \\
& =2 \bar{\kappa} T^{2} \int d x^{\prime} \int d y^{\prime} \int d x^{\prime \prime} B\left(x, x^{\prime}\right) \mathbb{A}\left(y, y^{\prime}\right) \partial_{x^{\prime \prime}}\left(G_{t^{\prime}-t}^{y^{\prime} x^{\prime \prime}}\right) B\left(x^{\prime \prime}, x^{\prime}\right) \theta\left(t^{\prime}-t\right) \\
& =2 \bar{\kappa} T^{2} \int d x^{\prime} \int d y^{\prime} \int d x^{\prime \prime} \mathbb{A}\left(y, y^{\prime}\right) G_{t^{\prime}-t}^{y^{\prime} x^{\prime \prime}} \mathbb{A}^{\dagger}\left(x^{\prime \prime}, x\right) \theta\left(t^{\prime}-t\right) . \tag{4.8.2I}
\end{align*}
$$



Figure 4.9: Simulation results for $N=256$, with 4 different temperature and exchange rate parameters mentioned in the graph. The black curve is theoretically computed curve with $\nu=3.77$, we see the results from the simulation are very close to predicted theoretical curve for the different parameters. This suggests that the parameter $\nu$ is independent of absolute value of the applied boundary temperature, the temperature gradient of the system and the long range correlations do not depend on the details like the stochastic exchange rate etc. The slight differences are again, hopefully a result of finite size effect.


Figure 4.10: Here we show that instead of using $\psi_{n}$ and $\mu_{n}$ if we use $\sin$ and $\lambda_{n}^{3 / 4}$ for construction of inverse of the fractional operator, there are significant difference between the simulations with the formula $\mathbb{C}(x, y)=\sum_{n=1}^{\infty} \frac{\alpha_{n}(x) \alpha_{n}(y)}{\lambda_{n}^{3 / 4}}$

The second term is explicit in the main-text.

### 4.8.6 Some tests on Long-Range correlations

In Fig. (4.9) we do microscopic simulations for different temperature differences, and absolute temperatures to show, to good accuracy, the constant $\nu$ does not depend on these factors. In Fig. (4.io) we test the use of $\alpha(\sin )$ basis instead of the $\psi$ basis for theoretical prediction for the nature of longrange correlations, and show it performs badly.

## Harmonic chain with volume exchange

## 5.I Introduction

In the previous chapter we have seen that the anomalous transport in a stochastically perturbed Harmonic chain is governed by a fractional diffusion equation. In this chapter, we look at a simpler model of anomalous transport in one dimension where we derive the corresponding fractional evolution equation for the temperature profile inside a finite domain and show explicitly how this evolution approaches to the appropriate fractional diffusion operator in the infinite domain.

This chapter is organized as follows:
In Sec. 5.2 we define the model explicitely and then summarize our main results. Next, in Sec. 5.3 we show that the microscopic dynamics implies that in the scaling limit, the system can be described by a coupled set of PDEs for the temperature and correlations. We solve these set of coupled PDEs in Sec. 5.4 to obtain the steady state temperature profile as well as the correlations in the system. In Sec. 5.5 we show that the relaxation dynamics of the temperature field is governed by a integrodifferential operator. We find the spectrum of this fractional operator and then describe the temperature evolution using this fractional operator. In Sec. 5.6 we show that in the infinite domain limit, this integro-differential operator reduces to a skew fractional operator. Finally we conclude in Sec. 5.7.

### 5.2 Definition of the model and summary of results

This model consists of a finite one dimensional lattice of $L$ sites where each site carries a 'stretch' variable $\eta_{i}, i=1,2, \ldots, L$ under an onsite external potential $V\left(\eta_{i}\right)=\eta_{i}^{2} / 2$. The lattice is attached
to two thermal reservoirs at temperatures $T_{\ell}$ and $T_{r}$ on the left and right ends, respectively and subjected to a volume conserving stochastic noise. The dynamics of this model has two parts: (a) the usual deterministic part plus the Langevin terms coming from the baths and (b) a stochastic exchange part where $\eta$ s from any two neighboring sites, chosen at random, are exchanged at constant rate $\gamma$. The dynamics is given by

$$
\begin{align*}
\frac{d \eta_{i}}{d t}= & V^{\prime}\left(\eta_{i+1}\right)-V^{\prime}\left(\eta_{i-1}\right)+\delta_{i, 1}\left(-\lambda V^{\prime}\left(\eta_{1}\right)+\sqrt{2 \lambda T_{\ell}} \zeta_{\ell}(t)\right)  \tag{5.2.I}\\
& +\delta_{i, L}\left(-\lambda V^{\prime}\left(\eta_{L}\right)+\sqrt{2 \lambda T_{r}} \zeta_{r}(t)\right)+\text { stochastic exchange at rate } \gamma,
\end{align*}
$$

with fixed boundary conditions (BCs) $\eta_{0}=\eta_{L+1}=0$. Here $\zeta_{\ell, r}(t)$ are mean zero and unit variance, independent Gaussian white noises. Note that, in contrast to the HCME case, this dynamics has two conserved quantities: the 'volume' $\eta_{i}$ and the energy $V\left(\eta_{i}\right)$. This model was first introduced by Bernardin and Stoltz in the closed system setup [52] where starting from the harmonic chain with Hamiltonian given earlier, they have treated the positions $q_{i} s$ and the momenta $p_{i}$ s on the same footing. Note that for harmonic chain, the dynamics of the 'stretch' variable $r_{i}=q_{i+1}-q_{i}$ and the momentum variable are similar: $\dot{r}_{i}=p_{i+1}-p_{i}$ and $\dot{p}_{i}=r_{i+1}-r_{i}$ for $i=1,2, \ldots, N$. Hence for $N=L / 2$, defining $\eta_{2 j-1}=r_{j}$ and $\eta_{2 j}=p_{j}$, one finds that both the above equations can be expressed in a single equation: $\dot{\eta}_{m}=\eta_{m+1}-\eta_{m-1}$ for $m=1,2, \ldots, L$. The system can also be interpreted as a fluctuating interface where the algebraic volume of the interface at site $m$ is given by $\eta_{m}$ and the energy $V(\eta)=\eta^{2} / 2$ [52]. Hence, the stochastic exchange part in Eq. (5.2.I) can be thought of as a volume-energy conserving noise. We call this model as 'harmonic chain with volume exchange' (HCVE).

It has been shown that the HCVE model defined on an isolated infinite one dimensional lattice (i.e. $\lambda=0$ in Eq. (5.2.I) with $i=-\infty, . .,-1,0,1, . ., \infty$ ) exhibits super diffusion of energy [90]:

$$
\begin{align*}
& \partial_{t} e(x, t)=-\mathbb{L}_{\infty}[e(x, t)], \\
& \mathbb{L}_{\infty}=\frac{1}{\sqrt{2 \gamma}}\left[(-\Delta)^{3 / 4}-\nabla(-\Delta)^{1 / 4}\right], \tag{5.2.2}
\end{align*}
$$

where the skew-fractional operator $\mathbb{L}_{\infty}$ has the Fourier representation $|q|^{3 / 2}(1-i \operatorname{sgn}(q))$ with $i=\sqrt{-1}$ and $\operatorname{sgn}(q)$ is the Signum function. Note that the spectrum is different from that in the
infinite HCME model. In this chapter, however, we consider the HCVE model on a finite lattice of size $L$ in open set up i.e. connected to heat baths at the two ends as described in Eq. (s.2.I). It is known that in this case also, as in HCME, the stationary current scales as $j \sim L^{-1 / 2}$ [90].

Results - We explicitly find that in the large $L$ limit the average energy current $j=-2\left\langle\eta_{i} \eta_{i+1}\right\rangle-$ $\gamma\left(\left\langle\eta_{i+1}^{2}\right\rangle-\left\langle\eta_{i}^{2}\right\rangle\right)$ in the stationary state is given by

$$
\begin{equation*}
j_{s s}=\frac{1}{2} \sqrt{\frac{\pi}{\gamma}} \frac{\left(T_{\ell}-T_{r}\right)}{\sqrt{L}}+\mathcal{O}\left(\frac{1}{L}\right) . \tag{5.2.3}
\end{equation*}
$$

In the non-stationary regime, we numerically find that the temperature profile $T_{i}(t)=\left\langle\eta_{i}^{2}(t)\right\rangle$ and the two-point correlations $C_{i, j}(t)=\left\langle\eta_{i}(t) \eta_{j}(t)\right\rangle$ for $i \neq j$ have the following scaling forms

$$
\begin{align*}
T_{i}(t) & =\mathcal{T}\left(\frac{i}{L}, \frac{t}{L^{3 / 2}}\right) \\
C_{i, j}(t) & =\frac{1}{\sqrt{L}} \mathcal{C}\left(\frac{|i-j|}{\sqrt{L}}, \frac{i+j}{2 L}, \frac{t}{L^{3 / 2}}\right), \tag{5.2.4}
\end{align*}
$$

in the leading order for large $L$. The scaling functions $\mathcal{T}(y, \tau)$ and $\mathcal{C}(x, y, \tau)$ satisfy the following equations inside the domain $\mathcal{D}=\{0 \leq x \leq \infty ; 0 \leq y \leq 1\}$ :

$$
\begin{align*}
\partial_{y} \mathcal{C}(x, y, \tau) & =-\gamma \partial_{x}^{2} \mathcal{C}(x, y, \tau)  \tag{5.2.5}\\
\partial_{y} \mathcal{T}(y, \tau) & =-2 \gamma\left[\partial_{x} \mathcal{C}(x, y, \tau)\right]_{x=0}  \tag{5.2.6}\\
\partial_{\tau} \mathcal{T}(y, \tau) & =2 \partial_{y} \mathcal{C}(0, y, \tau), \tag{5.2.7}
\end{align*}
$$

with $\left.\mathcal{C}(x, y, 0)\right|_{x \rightarrow \infty}=0$ and $\mathcal{C}(x, y, 0)=0$. We find that the exact solutions of these equations are given by

$$
\begin{align*}
\mathcal{T}(y, \tau) & =\mathcal{T}_{s s}(y)+\mathcal{T}_{r}(z=1-y, \tau)  \tag{5.2.8}\\
\mathcal{C}(x, y, \tau) & =\mathcal{C}_{s s}(x, y)+\mathcal{C}_{r}(x, z=1-y, \tau) \tag{5.2.9}
\end{align*}
$$

In the above equation, NESS part of the profiles are

$$
\begin{align*}
\mathcal{T}_{s s}(y) & =T_{r}+\left(T_{\ell}-T_{r}\right) \sqrt{1-y} \\
\mathcal{C}_{s s}(x, y) & =-\frac{T_{\ell}-T_{r}}{4} \sqrt{\frac{\pi}{\gamma}} \operatorname{erfc}\left(\frac{x}{\sqrt{4 \gamma(1-y)}}\right) . \tag{5.2.10}
\end{align*}
$$

The relaxation parts to the above steady states is given as

$$
\begin{equation*}
\mathcal{C}_{r}(x, z, \tau)=-\int_{0}^{z} \frac{\exp \left(-\frac{x^{2}}{4 \gamma\left(z-z^{\prime}\right)}\right)}{\sqrt{4 \pi \gamma\left(z-z^{\prime}\right)}} \frac{\partial \mathcal{T}_{r}\left(z^{\prime}, \tau\right)}{\partial z^{\prime}} d z^{\prime} \tag{5.2.II}
\end{equation*}
$$

where $\mathcal{T}_{r}(z, \tau)$ satisfies the following continuity equation:

$$
\begin{equation*}
\partial_{\tau} \mathcal{T}_{r}(z, \tau)=\frac{1}{\sqrt{\pi \gamma}} \partial_{z}\left[\int_{0}^{z} d z^{\prime} \frac{\partial_{z^{\prime}} \mathcal{T}_{r}\left(z^{\prime}, \tau\right)}{\sqrt{z-z^{\prime}}}\right] \tag{5.2.12}
\end{equation*}
$$

inside the domain $0 \leq z \leq 1$ with BCs $\mathcal{T}_{r}(0, \tau)=\mathcal{T}_{r}(1, \tau)=0$. The relaxation parts $\mathcal{T}_{r}(z, \tau)$ and $\mathcal{C}_{r}(x, z, \tau)$ describe the approach towards the NESS solutions in the $\tau \rightarrow \infty$ limit. Note that Eq. (5.2.12), can formally be written in terms of the Riemann-Liouville operator. The equations Eq. (5.2.3), Eq. (5.2.10), Eq. (5.2.II) and Eq. (5.2.12), comprise our main results. The evolution of the temperature in Eq. (5.2.I2) is indeed given by a linear but non-local equation defined inside a finite domain $0 \leq z \leq 1$. However, following a similar calculation for infinite system we later show that Eq. (5.2.12) reduces to Eq. (5.2.2) in Sec. 5.3. This establishes, without ambiguity, that the nonlocal operator in Eq. (5.2.12) is the correct finite domain representation of the fractional operator $\mathbb{L}_{\infty}$ in Eq. (5.2.2). Another point to note that the temperature profile in $\mathrm{SS}, \mathcal{T}_{s s}(y)$, is asymmetric under space reversal as the microscopic model itself does not have such symmetry. As a result, any locally created perturbation splits into one traveling sound mode and one non-moving heat mode. This is in contrast to the HCME model where one observes two sound modes moving in opposite directions in addition to a non-moving heat mode [ 52,107$]$. Consequently, in this case there is singularity in $\partial_{y} \mathcal{T}_{s s}(y)$ only at one boundary and we find that the meniscus exponent [1o8] is again $1 / 2$ as in the HCME model with fixed boundary conditions. Interestingly, it turns out that for this boundary condition, both the temperature and the correlation become independent of the strength of coupling $\lambda$ with the heat baths in the large $L$ limit.

### 5.3 Derivation of the continuum equations for temperature and correlations:

### 5.3.1 The Fokker-Planck operator and discrete equations for

## CORRELATION FUNCTIONS:

We start with the Fokker-Planck (FP) equation associated to the dynamics Eq. (5.2.I), which describes the evolution of the joint distribution $P(\vec{\eta}, t)$ of $\vec{\eta}=\left(\eta_{1}, \eta_{2}, \cdots, \eta_{L}\right)$ at time $t$ :

$$
\begin{equation*}
\partial_{t} P(\vec{\eta}, t)=\left[\mathcal{L}_{\ell}+\mathcal{L}_{b}+\mathcal{L}_{e x}\right] P(\vec{\eta}, t), \tag{5.3.1}
\end{equation*}
$$

where, $\mathcal{L}_{\ell}$ is the Liouvillian part, $\mathcal{L}_{b}$ contains the effects of the Langevin baths at the boundaries and $\mathcal{L}_{e x}$ represents the contribution from the exchange noise. The explicit expressions of the deterministic and Langevin parts of the Fokker Planck (FP) equation given by the operators $\mathcal{L}_{l}, \mathcal{L}_{b}$ are

$$
\begin{aligned}
\mathcal{L}_{l} & =\sum_{i=2}^{L-1}\left(V^{\prime}\left(\eta_{i-1}\right)-V^{\prime}\left(\eta_{i+1}\right)\right) \partial_{\eta_{i}}+V^{\prime}\left(\eta_{L-1}\right) \partial_{\eta_{L}}-V^{\prime}\left(\eta_{2}\right) \partial_{\eta_{1}} \\
\mathcal{L}_{b} & =\lambda T_{\ell} \partial_{\eta_{1}}^{2}+\lambda \partial_{\eta_{1}} V^{\prime}\left(\eta_{1}\right)+\lambda T_{r} \partial_{\eta_{L}}^{2}+\lambda \partial_{\eta_{L}} V^{\prime}\left(\eta_{L}\right),
\end{aligned}
$$

where $T_{\ell}$ and $T_{r}$ are the temperatures of the reservoirs on the left and right, respectively. The stochastic part $\mathcal{L}_{e x}$ is given as

$$
\begin{equation*}
\mathcal{L}_{e x} P=\gamma \sum_{i=1}^{L-1}\left[P\left(\vec{\eta}_{i, i+1}\right)-P(\vec{\eta})\right] \tag{5.3.2}
\end{equation*}
$$

where $\vec{\eta}_{i, i+1}$ denote the configuration after the exchange of variable $i$ with $i+1$. Starting from the FP equation in Eq. (5.3.1), we obtain the dynamical equations satisfied by $T_{i}=\left\langle\eta_{i}^{2}(t)\right\rangle$ and
$C_{i, j}=\left\langle\eta_{i}(t) \eta_{j}(t)\right\rangle$ for $i \neq j$ in the bulk:

$$
\begin{align*}
& \dot{C}_{i j}=C_{i+1, j}-C_{i-1, j}+C_{i, j+1}-C_{i, j-1}+\gamma\left[C_{i-1, j}+C_{i+1, j}+C_{i, j-1}+C_{i, j+1}-4 C_{i, j}\right], \\
& \dot{C}_{i, i+1}=T_{i+1}-C_{i-1, i+1}+C_{i, i+2}-T_{i}+\gamma\left[C_{i-1, i+1}+C_{i, i+2}-2 C_{i, i+1}\right], \\
& \dot{T}_{i}=2\left[C_{i, i+1}-C_{i-1, i}\right]+\gamma\left[T_{i+1}+T_{i-1}-2 T_{i}\right] . \tag{5.3.3}
\end{align*}
$$

Rest of the equations at the boundaries are given in Appendix. (5.8). Fortunately the equations for two point correlations do not involve higher order correlations, which allows us to solve these equations analytically, in the $L \rightarrow \infty$ limit.

### 5.3.2 DERIVATION OF CONTINUUM EQUATIONS FOR THE TEMPERATURE AND CORRELATION FIELDS FROM THE DISCRETE EQUATIONS

In this section, we outline the steps to obtain the continuum set of PDEs Eqs. (5.2.5)-(5.2.7). We first solve the discrete equations numerically to observe that, for large $L$ the solutions have the scaling properties as given in Eq. (5.2.4) where we have two length scales of $\mathcal{O}(L)$ along the diagonal $(i+j=$ constant $)$ and of $\mathcal{O}(\sqrt{L})$ along perpendicular to the diagonal $(|i-j|=$ constant $)$ direction, and a time scale of $\mathcal{O}\left(L^{3 / 2}\right)$. This time scale can be anticipated from the propagator $e^{-|q|^{3 / 2}[1-i \operatorname{sgn}(q)] t}$ of the Eq. (5.2.2) in Fourier space. The two length scales are understood by looking at the orders of the $C_{i, j}$ and $T_{i}$, and their derivatives numerically. Interestingly, the scaled correlation function $\mathcal{C}$ relaxes very fast over much shorter time scale $[\mathcal{O}(L)]$ compared to the evolution time scale $\left[\mathcal{O}\left(L^{3 / 2}\right)\right]$ of the temperature field $\mathcal{T}$. Due to this fact, Eq. (5.2.5) and Eq. (5.2.6) do not involve the time derivative. As a result the correlation function $\mathcal{C}$ evolves adiabatically obeying the (anti-)diffusion Eq. (5.2.5), with a drive at the boundary by the time dependent temperature field through Eq. (5.2.6). The equation for the temperature profile given in Eq. (5.2.7) is in the expected continuity equation.

These observations suggest that we look for solutions of Eq. (5.3.3) in the scaling form Eq. (5.2.4). In the non-stationary regime, we numerically find that the temperature profile $T_{i}(t)=\left\langle\eta_{i}(t)^{2}\right\rangle$ and


Figure 5.1: Data collapse of the correlation functions and temperature profile confirming the scaling behaviors in Eqs. (5.3.4) and (5.3.5). Figures (a) and (b) show the data collapse as a function of the scaling variable $y=(i+j) / 2 L$ with four systems sizes $L=1000$ (Blue, dark gray), $L=2000$ (Orange, deep gray), $L=3000$ (Green, light gray) and $L=4000$ (Red, bottom dark gray), for two fixed values of $x=|j-i| / \sqrt{L}$. Figures (c) and (d), show the data collapse as a function of the scaling variable $x$ with the above four system sizes for two fixed values of $y$. The collapse are so good that other colors/shades not visible. Figure (e) describes the scaling behavior for the evolution of the temperature $\mathcal{T}(y, \tau)=T_{\lfloor y L\rfloor}\left(\tau L^{3 / 2}\right)$ at a fixed position $y=0.025$ for different system sizes as a function of the scaled time $\tau=t / L^{3 / 2}$. Note that, the temperatures are of $\mathcal{O}(1)$ whereas the correlations are of $\mathcal{O}(1 / \sqrt{L})$. Also note from figures (c) and (b) that $\mathcal{C}_{s s}(x \rightarrow \infty, z)=0$. Last figure (f) establishes that the current in the system is of order $1 / \sqrt{L}$ and also evolves in scaled time $\tau=t / L^{3 / 2}$. The other parameters in the simulation are $\gamma=\Lambda=1, T_{\ell}=1.1, T_{r}=0.9$.
the two-point correlations $C_{i, j}(t)=\left\langle\eta_{i}(t) \eta_{j}(t)\right\rangle$ for $i \neq j$ have the following scaling forms

$$
\begin{align*}
C_{i, j}(t) & =\frac{1}{\sqrt{L}} \mathcal{C}\left(\frac{|i-j|}{\sqrt{L}}, \frac{i+j}{2 L}, \frac{t}{L^{3 / 2}}\right),  \tag{5.3.4}\\
T_{i}(t) & =\mathcal{T}\left(\frac{i}{L}, \frac{t}{L^{3 / 2}}\right) \tag{5.3.5}
\end{align*}
$$

in the leading order for large $L$ which are also supported by numerical evidence shown in Fig 5 .I. In Figs. (5.Ia), (5.rb), (5.Ic) and (5.Id), we verify the scaling behaviors of the correlations in Eq. (5.3.4).

Figs. (5.Ic) and (5.Id), describes scaling behavior with respect to time. Using these, we define contin-
uum ordinates as, $\frac{|i-j|}{\sqrt{L}}=x, \frac{|i+j|}{2 L}=y, \frac{t}{L^{3 / 2}}=\tau$ and $\frac{1}{\sqrt{L}}=\epsilon$, where $x \in(0, \infty)$ and $y \in(0,1)$. In the following, we insert this scaling form and Taylor expand in $\epsilon=1 / \sqrt{L}$. Keeping terms to leading order in $\epsilon$ we obtain the continuum equations.
I. Bulk Equations, $|i-j| \geq 2$

The discrete equation in bulk:

$$
\begin{equation*}
\dot{C}_{i, j}=-\left(C_{i-1, j}-C_{i+1, j}+C_{i, j-1}-C_{i, j+1}-\gamma\left[C_{i, j-1}+C_{i, j+1}+C_{i+1, j}+C_{i-1, j}-4 C_{i, j}\right]\right) \tag{5.3.6}
\end{equation*}
$$

using above scaling definitions, we can write the above mentioned discrete equation as,

$$
\begin{align*}
\epsilon^{4} \partial_{\tau} \mathcal{C}(x, y, \tau) & =-\epsilon\left[\mathcal{C}\left(x-\epsilon, y-\frac{\epsilon^{2}}{2}\right)-\mathcal{C}\left(x+\epsilon, y+\frac{\epsilon^{2}}{2}\right)+\mathcal{C}\left(x+\epsilon, y-\frac{\epsilon^{2}}{2}\right)-\mathcal{C}\left(x-\epsilon, y+\frac{\epsilon^{2}}{2}\right)\right. \\
& -\gamma\left(\mathcal{C}\left(x+\epsilon, y-\frac{\epsilon^{2}}{2}\right)+\mathcal{C}\left(x-\epsilon, y+\frac{\epsilon^{2}}{2}\right)+\mathcal{C}\left(x+\epsilon, y+\frac{\epsilon^{2}}{2}\right)\right. \\
& \left.\left.+\mathcal{C}\left(x-\epsilon, y-\frac{\epsilon^{2}}{2}\right)-4 \mathcal{C}(x, y)\right)\right] \tag{5.3.7}
\end{align*}
$$

which by Taylor expansion of each terms in $x, y$ and $\tau$, we obtain the leading order terms for continuum dynamical equation as

$$
\begin{equation*}
\epsilon^{4} \partial_{\tau} \mathcal{C}(x, y, \tau)=2 \epsilon^{3} \partial_{y} \mathcal{C}(x, y, \tau)+2 \gamma \epsilon^{3} \partial_{x}^{2} \mathcal{C}(x, y, \tau) \tag{5.3.8}
\end{equation*}
$$

At the dominant order $\left(\mathcal{O}\left(\epsilon^{3}\right)\right)$, we find,

$$
\begin{equation*}
\partial_{y} \mathcal{C}(x, y, \tau)+\gamma \partial_{x}^{2} \mathcal{C}(x, y, \tau)=0 \tag{5.3.9}
\end{equation*}
$$

2. Nearest neighbor term, $j=i+1$

The off-diagonal term:

$$
\begin{equation*}
\dot{C}_{i, i+1}=T_{i+1}-C_{i-1, i+1}+C_{i, i+2}-T_{i}+\gamma\left[C_{i-1, i+1}+C_{i, i+2}-2 C_{i, i+1}\right] \tag{5.3.10}
\end{equation*}
$$

after proper scaling, we get,

$$
\begin{aligned}
\epsilon^{4} \partial_{\tau} \mathcal{C}\left(\epsilon, y+\frac{\epsilon^{2}}{2}, \tau\right) & =\mathcal{T}\left(y+\epsilon^{2}\right)-\mathcal{T}(y)+\epsilon \mathcal{C}\left(2 \epsilon, y+\epsilon^{2}\right)-\epsilon \mathcal{C}(2 \epsilon, y)+\gamma \epsilon\left[\mathcal{C}(2 \epsilon, y)+\mathcal{C}\left(2 \epsilon, y+\epsilon^{2}\right)\right. \\
& \left.-2 \mathcal{C}\left(\epsilon, y+\epsilon^{2} / 2\right)\right]
\end{aligned}
$$

Expanding above equation in $x$ and $y$, and keeping the relevant order terms in $\epsilon$ we get the continuum equation as

$$
\begin{equation*}
\epsilon^{4} \partial_{\tau} \mathcal{C}(0, y, \tau)=\epsilon^{2}\left(\partial_{y} \mathcal{T}(y, \tau)+2 \gamma \partial_{x} \mathcal{C}(0, y, \tau)\right)+\mathcal{O}\left(\epsilon^{3}\right), \tag{5.3.II}
\end{equation*}
$$

and hence to the dominating order, the governing continuum equation is

$$
\begin{equation*}
\partial_{y} \mathcal{T}(y, \tau)+2 \gamma \partial_{x} \mathcal{C}(0, y, \tau)=0 \tag{5.3.12}
\end{equation*}
$$

3. Diagonal term $i=j$

Next is the diagonal term where $i=j$,

$$
\begin{equation*}
\dot{T}_{i}=2\left[C_{i, i+1}-C_{i-1, i}\right]+\gamma\left[T_{i+1}+T_{i-1}-2 T_{i}\right] . \tag{5.3.13}
\end{equation*}
$$

which in continuum limit given as
$\epsilon^{3} \partial_{\tau} \mathcal{T}(y, \tau)=2 \epsilon\left[\mathcal{C}\left(\epsilon, y+\frac{\epsilon^{2}}{2}\right)-\mathcal{C}\left(\epsilon, y-\frac{\epsilon^{2}}{2}\right)\right]+\gamma\left[\mathcal{T}\left(y+\epsilon^{2}\right)+\mathcal{T}\left(y-\epsilon^{2}\right)-2 \mathcal{T}(y)\right]$.

After expansion, we arrive at

$$
\begin{equation*}
\epsilon^{3} \partial_{\tau} \mathcal{T}(y, \tau)=2 \epsilon\left[\epsilon^{2} \partial_{y} \mathcal{C}(0, y, \tau)+\epsilon^{3} \frac{\gamma}{2} \partial_{y}^{2} \mathcal{T}(y, \tau)\right]+\mathcal{O}\left(\epsilon^{4}\right) . \tag{5.3.14}
\end{equation*}
$$

Hence, the leading order term is

$$
\begin{equation*}
\partial_{\tau} \mathcal{T}(y, \tau)=2 \partial_{y} \mathcal{C}(0, y, \tau) . \tag{5.3.15}
\end{equation*}
$$

## 4. Current

The microscopic energy current in the system is defined through

$$
\begin{equation*}
\partial_{t}\left\langle\eta_{i}^{2}\right\rangle=-\left[j_{i \rightarrow i+1}-j_{i-1 \rightarrow i}\right], \tag{5.3.16}
\end{equation*}
$$

where $j_{i \rightarrow i+1}=-2 C_{i, i+1}-\gamma\left(T_{i+1}-T_{i}\right)$. The stochastic part of the current decays as $\mathcal{O}(1 / L)$ and in the macroscopic limit goes to zero. In the continuum limit, the deterministic part contributes in the leading order to provide, $j=-2 \mathcal{C}(0, y, \tau) / \sqrt{L}$.

The above analysis gives us the bulk equations for the system as given in Eqs. (5.2.5),(5.2.6),(5.2.7). Solutions of these equations for $\mathcal{C}(x, y, \tau)$ and $\mathcal{T}(y, \tau)$ have two parts Eq. (5.2.9). It is easier to deal with these equation the transformation of $z=1-y$, which satisfies,

$$
\begin{align*}
\partial_{z} \mathcal{C}(x, z, \tau) & =\gamma \partial_{x}^{2} \mathcal{C}(x, z, \tau),  \tag{5.3.17}\\
\partial_{z} \mathcal{T}(z, \tau) & =2 \gamma \partial_{x} \mathcal{C}(x, z, \tau)_{x=0},  \tag{5.3.18}\\
\partial_{\tau} \mathcal{T}(y, \tau) & =-2 \partial_{z} \mathcal{C}(0, z, \tau) \tag{5.3.19}
\end{align*}
$$

These equations have to be solved with appropriate boundary conditions which will be discussed in the next few sections, where we discuss the solution of these equations in steady state and the approach to it.

### 5.4 Stationary state solution of $\mathcal{T}(z)$ and $\mathcal{C}(x, z)$

In the NESS the equations Eqs. (5.3.17)-(5.3.19) become simpler since $\partial_{\tau} \mathcal{T} \rightarrow 0$ as $\tau \rightarrow \infty$ implying $\mathcal{C}_{s s}(0, y)=d$. Now making the variable transformation $z=(1-y)$, the problem of finding $\mathcal{C}_{s s}$ reduces to solving a diffusion equation with its value at $x=0$ held fixed for all $y$. We need to solve these equations along with the boundary conditions

$$
\begin{align*}
& (i) \mathcal{C}_{s s}(x, z \rightarrow 0)=0,(i i) \mathcal{C}_{s s}(x \rightarrow \infty, z)=0, \\
& (i i i) \mathcal{C}_{s s}(x=0, z)=d \tag{5.4.I}
\end{align*}
$$



Figure 5.2: Numerical verification of the analytical NESS predictions for (a) $\mathcal{T}_{s s}(y)$ and (b) $\mathcal{C}_{s s}(x, y)$ in Eq. (5.2.10). Symbols denote corrosponding quantities that are obtained from simulations with $\omega=\gamma=1, T_{\ell}=1.1, T_{r}=0.9$ and $N=1024$, whereas the dashed lines are from theory.

The boundary conditions ( $i$ ) and (ii) follow from our numerical observations shown in Figs. 5.I(a,b) and Figs. $5.1(\mathrm{c}, \mathrm{d})$ respectively. The last boundary condition $(i i i)$ is obtained by observing that the LHS of (5.3.19) is zero in the steady state; hence $\left(\partial_{z} \mathcal{C}_{s s}(0, z)=0\right)$. The unknown constant $d$ will be fixed by the temperatures at the boundary. The first equation is easy to solve by taking Laplace transform in $z$ along with boundary conditions. Finally, after inverting the Laplace transform, we find the solution is given by

$$
\begin{equation*}
\mathcal{C}_{s s}(x, z)=d \operatorname{erfc}\left[\frac{x}{\sqrt{4 \gamma z}}\right], \tag{5.4.2}
\end{equation*}
$$

where, $\operatorname{erfc}$ is the complimentary error function defined as $\operatorname{erfc}(x)=1-\frac{2}{\sqrt{\pi}} \int_{0}^{x} d t e^{-t^{2}}$. Now, using this solution in Eq. (5.3.18), we get $\partial_{z} \mathcal{T}_{s s}(z)=-d \sqrt{4 \gamma / \pi z}$, whose solution is

$$
\mathcal{T}_{s s}(z)=\mathcal{T}_{s s}(0)-2 d \sqrt{\frac{4 \gamma z}{\pi}} .
$$

The constants $\mathcal{T}_{s s}(0)$ and $d$ will now be determined from the boundary conditions of temperature field, $\mathcal{T}(z=0)=T_{r}$ and $\mathcal{T}(z=1)=T_{\ell}$. We finally have

$$
\begin{equation*}
T_{\ell}-T_{r}=-2 d \sqrt{\frac{4 \gamma}{\pi}}, d=-\frac{\Delta T}{4} \sqrt{\frac{\pi}{\gamma}}, \tag{5.4.4}
\end{equation*}
$$

where $\Delta T=\left(T_{\ell}-T_{r}\right)$ is the temperature difference between the left and right heat baths. Reverting now back to $y$ variables using $z=1-y$, the exact expressions for the steady state temperature
profile and correlations are

$$
\begin{align*}
\mathcal{T}_{s s}(y) & =T_{r}+\Delta T \sqrt{1-y}  \tag{5.4.5}\\
\mathcal{C}_{s s}(x, y) & =-\frac{\Delta T}{4} \sqrt{\frac{\pi}{\gamma}} \operatorname{erfc}\left[\frac{x}{\sqrt{4 \gamma(1-y)}}\right] \tag{5.4.6}
\end{align*}
$$

Hence the current in the system is given by $j_{s s}=\frac{\mathcal{J}_{s s}}{\sqrt{L}}$, where,

$$
\begin{equation*}
j_{s s}=-\frac{2 \mathcal{C}_{s s}(0, y)}{\sqrt{L}}=\frac{\Delta T}{2} \sqrt{\frac{\pi}{\gamma}} \frac{1}{\sqrt{L}} . \tag{5.4.7}
\end{equation*}
$$

In Fig. 5.2 we verify the analytical results for $\mathcal{T}_{s s}$ and $\mathcal{C}_{s s}$ numerically, where we observe nice agreement. Next, we study the solution in the relaxation regime.

### 5.5 Relaxation to steady state

We now focus on the relaxation to the NESS. It is often convenient to separate the relaxation part as done in Eq. (5.2.8) and Eq. (5.2.9) where $\mathcal{T}_{r}(z, \tau)$ and $\mathcal{C}_{r}(x, z, \tau)$ describes the approach towards the NESS solutions in Eq. (5.2.1o). It is easy to see that $\mathcal{C}_{r}(x, z, \tau)$ and $\mathcal{T}_{r}(z, \tau)$ satisfies the following equations

$$
\begin{align*}
\partial_{z} \mathcal{C}_{r}(x, z, \tau) & =\gamma \partial_{x}^{2} \mathcal{C}_{r}(x, z, \tau),  \tag{5.5.5}\\
\partial_{z} \mathcal{T}_{r}(z, \tau) & =2 \gamma\left[\partial_{x} \mathcal{C}_{r}(x, z, \tau)\right]_{x=0}  \tag{5.5.2}\\
\partial_{\tau} \mathcal{T}_{r}(z, \tau) & =-2 \partial_{z} \mathcal{C}_{r}(0, z, \tau)
\end{align*}
$$

with initial condition $\mathcal{C}_{r}(x, z, 0)=0$ and $\left.\mathrm{BC}_{r}(x, z, \tau)\right|_{x \rightarrow \infty}=0$. The above equations are obtained from Eq. (5.2.5)-(5.2.7) after subtracting the steady state part and then making the variable transformation $z=(1-y)$. Note that the BC in Eq. (5.5.2) acts like a current source, at $x=0$ boundary, to the diffusion Eq. (5.5.I). The Greens function $g(x, z)$ of this equation with above BC's satisfies, $\partial_{z} g(x, z)=\frac{\gamma}{2} \partial_{x}^{2} g(x, z)$, where, $g(x, z)$ is given by $g(x, z)=\sqrt{4 \gamma z} h(x / \sqrt{4 \gamma z})$ where,
$h(w)=\frac{e^{-w^{2}}}{\pi}-w \operatorname{erfc}(w)$, hence, the general time dependent solution is written as

$$
\begin{align*}
\mathcal{C}_{r}(x, z, \tau) & =2 \int_{0}^{z} d x^{\prime} \frac{e^{-\left(x-x^{\prime}\right)^{2} /(4 \gamma z)}}{\sqrt{4 \pi \gamma z}} \mathcal{C}_{r}\left(x^{\prime}, 0, \tau\right) \\
& -\frac{1}{2 \gamma}\left(\int_{0}^{z} d z^{\prime}\left(g\left(x, z-z^{\prime}\right) \partial_{z^{\prime}}^{2} \mathcal{T}_{r}\left(z^{\prime}, \tau\right)\right)\right) \\
& -\left.\frac{1}{2 \gamma} \partial_{z^{\prime}} \mathcal{T}_{r}\left(z^{\prime}, \tau\right) g(x, z)\right|_{z^{\prime} \rightarrow 0} . \tag{5.5.4}
\end{align*}
$$

With the initial condition $\mathcal{C}_{r}(x, 0, \tau)=0$ the first term drops out. It is easy to check that the remaining part satisfies (5.5.1) with boundary condition (5.5.2) as follows

$$
\begin{align*}
\left.\partial_{x} \mathcal{C}_{r}(x, z, \tau)\right|_{x \rightarrow 0} & =\frac{1}{2 \gamma}\left(\int_{0}^{z} d z^{\prime} \partial_{z^{\prime}}^{2} \mathcal{T}_{r}\left(z^{\prime}, \tau\right)+\left.\partial_{z^{\prime}} \mathcal{T}_{r}\left(z^{\prime}, \tau\right)\right|_{z^{\prime} \rightarrow 0}\right) \\
& =\frac{1}{2 \gamma} \partial_{z} \mathcal{T}_{r}(z, \tau), \tag{5.5.5}
\end{align*}
$$

where we have used $\left.\partial_{x} g(x, z)\right|_{x \rightarrow 0}=-1$. Further using the fact that $\left.g\left(x, z-z^{\prime}\right) \partial_{z^{\prime}} T_{r}\left(z^{\prime}\right)\right|_{z^{\prime} \rightarrow z} \rightarrow 0$ we can simplify (5.5.4) as

$$
\begin{aligned}
\mathcal{C}_{r}(x, z, \tau) & =\frac{1}{2 \gamma}\left(\int_{0}^{z} d z^{\prime} \partial_{z^{\prime}}\left(g\left(x, z-z^{\prime}\right)\right) \partial_{z^{\prime}} \mathcal{T}_{r}\left(z^{\prime}, \tau\right)\right) \\
& =-\frac{1}{\sqrt{\gamma}} \int_{0}^{z} d z^{\prime} \frac{e^{\left.-x^{2} /\left(4 \gamma\left(z-z^{\prime}\right)\right)\right)}}{\sqrt{4 \pi\left(z-z^{\prime}\right)}} \partial_{z^{\prime}} \mathcal{T}_{r}\left(z^{\prime}, \tau\right),
\end{aligned}
$$

which gives the relaxation of the correlation fields. The evolution of temperature field is obtained from (5.5.3) by putting $x \rightarrow 0$ in the above expression for $\mathcal{C}_{r}(x, z, \tau)$, we immediately have,

$$
\begin{equation*}
\partial_{\tau} \mathcal{T}_{r}(z, \tau)=\kappa \partial_{z} \int_{0}^{z} \frac{\partial_{z^{\prime}} \mathcal{T}_{r}\left(z^{\prime}, \tau\right)}{\sqrt{z-z^{\prime}}} d z^{\prime}, \quad 0 \leq z \leq 1 \tag{5.5.6}
\end{equation*}
$$

where, $\kappa=\frac{1}{\sqrt{\pi \gamma}}$. The infinite system generalization of this equation will be discussed later (see Sec. 5.6).

## Series solution of the fractional PDE EQ. (5.5.6) in the finite domain

The evolution of the relaxation part of the temperature profile i.e. $\mathcal{T}_{r}(1-y, \tau)=\mathcal{T}(y, \tau)-\mathcal{T}_{s s}(y)$ is given by Eq. (5.5.6). Note that, $\mathcal{T}_{r}(z, \tau)$ is zero at both the boundaries: $z=0$ and $z=1$. As a
result it is natural to expand this function in $\alpha_{n}(z)=\sqrt{2} \sin (n \pi z), n=1,2,3 \ldots$ complete basis defined in $z \in(0,1)$, as $\mathcal{T}_{r}(z, \tau)=\sum_{n} \hat{\mathcal{T}}_{n}(\tau) \alpha_{n}(z)$. Substituting this form in Eq. (5.5.6), we have,

$$
\begin{equation*}
\sum_{n} \dot{\hat{\mathcal{T}}}_{n} \alpha_{n}(z)=\kappa \sum_{n} \hat{\mathcal{T}}_{n}(\tau)(n \pi) \partial_{z} \int_{0}^{z} \frac{\phi_{n}\left(z^{\prime}\right)}{\sqrt{z-z^{\prime}}} d z^{\prime} \tag{5.5.7}
\end{equation*}
$$

Now let us expand the function $f_{n}(z)=\partial_{z} \int_{0}^{z} \frac{\phi_{n}\left(z^{\prime}\right)}{\sqrt{z-z^{\prime}}} d z^{\prime}$ also in orthogonal basis $\alpha_{n}(y), n=$ $1,2 \ldots \ldots$ Let the expansion is given as $f_{n}(z)=\sum_{l=1} \zeta_{n l} \alpha_{l}(z)$ where $\zeta_{n l}=\int_{0}^{1} d z f_{n}(z) \alpha_{l}(z)$. As a result we have,

$$
\begin{equation*}
\sum_{n=1} \dot{\hat{\mathcal{T}}}_{n} \alpha_{n}(z)=\kappa \sum_{n, l=1} \hat{\mathcal{T}}_{n}(\tau)(n \pi) \zeta_{n l} \alpha_{l}(z) \tag{5.5.8}
\end{equation*}
$$

Using orthogonality, this can be written in vector notation as ( $\left.\hat{\mathcal{T}}_{n}=\langle n \mid \hat{\mathcal{T}}\rangle\right)$,

$$
\begin{equation*}
|\dot{\hat{\mathcal{T}}}\rangle=\kappa \mathbf{B}|\hat{\mathcal{T}}\rangle \tag{5.5.9}
\end{equation*}
$$

where $B_{n k}=(n \pi) \zeta_{n k}$ and $|\ldots\rangle$ denotes a column vector. If $R$ is the matrix which diagonalizes $\mathbf{B}$ as $R^{-1} \mathbf{B} R=\Lambda$, then the time dependent solution is given as $|\hat{\mathcal{T}}(\tau)\rangle=R e^{\kappa \Lambda \tau} R^{-1}|\hat{\mathcal{T}}(0)\rangle$ and temperature at time $\tau$ is given as $\mathcal{T}(y, \tau)=\mathcal{T}_{s s}(y)+\sum_{n} \alpha_{n}(1-y) \hat{\mathcal{T}}_{n}(\tau)$. As the temperature field evolves at much faster timescales compared to the correlation field, the time dependent solution for correlations $\mathcal{C}_{r}(x, 1-y, \tau)$ is governed by the evolution of the temperature field. The solution for evolution of correlations is written as, $\mathcal{C}(x, y, \tau)=\mathcal{C}_{r}(x, 1-y, \tau)+\mathcal{C}_{s s}(x, y)$, where

$$
\begin{align*}
\mathcal{C}(x, z, \tau) & =-\int_{0}^{z} d z^{\prime} \frac{e^{-x^{2} /\left(4 \gamma\left(z-z^{\prime}\right)\right)}}{\sqrt{4 \pi \gamma\left(z-z^{\prime}\right)}} \partial_{z^{\prime}} T_{r}\left(z^{\prime}, \tau\right),  \tag{5.5.10}\\
& =\sum_{n=1} \hat{\mathcal{T}}_{n}(\tau)(n \pi) \int_{0}^{z} d z^{\prime} \frac{e^{-x^{2} /\left(4 \gamma\left(z-z^{\prime}\right)\right)}}{\sqrt{4 \pi \gamma\left(z-z^{\prime}\right)}} \phi_{n}\left(z^{\prime}\right),
\end{align*}
$$

where, $\phi_{n}(y)=\sqrt{2} \cos (n \pi y), n \geq 1$ and $\phi_{0}(y)=1$. The integral can be evaluated explicitly and doing the summations gives the evolution of the correlation fields.

Eigensystem: The eigenvalues ( $\mu_{n}$ ) of the bounded skew-fractional laplacian, $\mathbf{B}$ have interesting behavior, the first four of them are real and distinct. The higher eigenvalues all come in complex conjugate pairs. For large $n$, $\mu_{n} \sim \sqrt{\frac{\pi}{2}}|n \pi|^{3 / 2}(1 \pm i \operatorname{sgn}(n))$, but for smaller $n$ there is a system-


Figure 5.3: The real and imaginary part of the alternate eigenvalues for the matrix $\mathbf{B}$. The first 4 eigenvalues are completely real and distinct. The higher eigenvalue comes in pairs of $\mu_{n}(1 \pm i)$. For large $n$, the eigenvalues are close to $\sqrt{\frac{\pi}{2}}(n \pi)^{3 / 2}(1 \pm i)$. For smaller $n$, there is a deviation from asymptomatic scaling due to finite definition of the operator.
atic deviation due to the effect of finite domain. In Fig. 5.3, the real and imaginary part of alternate eigenvalues are plotted as a function of $n$, where the asymptotic scaling with $\sqrt{\frac{\pi}{2}}(n \pi)^{3 / 2}$ is seen clearly for large $n$. We note that this is not due to the the truncation of the matrix but an artefact of the finiteness of the system. Note that the large $n$ behavior of $\mu_{n}$ is similar to the Fourier spectrum of the non-local operator $\mathbb{L}_{\infty}$ in Eq. (5.2.2) describing the evolution in infinite system. Hence it is interesting to see if one recovers the evolution Eq. (5.2.2) in the infinite system limit Sec. (5.6). The eigenvectors of the operator is defined as $\psi_{n}(y)=\sum_{l=1} R_{n l}^{-1} \alpha_{l}(y)$. Numerically computing this gives, the first six eigenvectors to be completely real. The eigenvectors corresponding to higher eigenvalues are complex and and comes in pairs. The real and imaginary parts of the first few eigenvectors are shown in Fig.5.5 un both real space and also in a polar representation. For plane wave solutions these would have been circles of length I , here the polar plot shows a spiral decay to origin owing to the skewness of the operator.

Comparison with numerics: While it is difficult to solve this infinite order matrix equation analytically, we solve it numerically by truncating it at some finite order. In Fig. 5.4, we compare the evolution from this numerical solution with the same obtained from direct numerical simulation of Eq. (5.2.I) and observe nice agreement. Using this solution in Eq. (5.2.II) we obtain $C(x, z, \tau)$ in Eq. (5.2.9) which we also compare with simulation results in the inset of Fig. 5.4 and again observe good agreement.


Figure 5.4: Numerical verification of the evolution of (a) the temperature profiles $\mathcal{T}(y, \tau)=\mathcal{T}_{s s}(y)+\mathcal{T}_{r}(1-y, \tau)$ obtained using the solution of Eq. (5.2.12).(b) the correlation $\mathcal{C}(x, y, \tau)=\mathcal{C}_{s s}(x, y)+\mathcal{C}_{r}(x, 1-y, \tau)$ given in Eq. (5.2.9) where $\mathcal{C}_{r}$ is computed using the solution in Eq. (5.2.11). The magenta dashed line and the solid black line represent the initial and the NESS temperature profiles, respectively. Symbols are obtained from simulations with $\lambda=\gamma=1, T_{\ell}=1.1, T_{r}=0.9$ and $L=2048$, and the solid lines are from theory.

### 5.6 Fractional evolution of temperature in an infinite line

One can extend the calculation for temperature evolution Eq. (5.5.6) in an finite system of length $L$ and obtain the same set of bulk equations which now hold for $y \in[0, L]$. We are interested in the behavior of the evolution of temperature profile in $L \rightarrow \infty$ limit, where the effect of boundaries are not important. The evolution equations for the relaxation parts in this case are same as that of Eqs. (5.5.I)-(5.5.3) but now $0 \leq x \leq \infty$ and $0 \leq y \leq L$. To proceed, we introduce the orthonormal and complete basis in $y \in[0, L], \phi_{n}^{ \pm}(y)=\frac{1}{\sqrt{L}} e^{ \pm i n \pi y / L}$ for $n \geq 1$ and $\phi_{0}(y)=1 / \sqrt{L}$. Expanding the correlations and temperature in this basis as Fourier series we get,

$$
\begin{align*}
\mathcal{C}_{r}(x, y, \tau) & =\hat{A}_{0}(x, \tau)+\sum_{n=1} \hat{A}_{n}^{+}(x, \tau) \phi_{n}^{+}(y)+\hat{A}_{n}^{-}(x, \tau) \phi_{n}^{-}(y), \\
\mathcal{T}(y, \tau) & =\hat{T}_{0}(\tau)+\sum_{n=1} \hat{T}_{n}^{+}(\tau) \phi_{n}^{+}(y)+\hat{T}_{n}^{-}(\tau) \phi_{n}^{-}(y), \tag{5.6.r}
\end{align*}
$$

where $\hat{A}_{n}^{ \pm}(x, \tau)=\int_{0}^{L} \mathcal{C}_{r}(x, y, \tau) \phi_{n}^{ \pm}(y) d y, \hat{A}_{0}(x, \tau)=\int_{0}^{L} \mathcal{C}_{r}(x, y, \tau) \phi_{0} d y, \hat{T}_{n}^{ \pm}(\tau)=\int_{0}^{L} \mathcal{T}_{r}(y, \tau) \phi_{n}^{ \pm}(y) d y$, $\hat{T}_{0}(\tau)=\int_{0}^{L} \mathcal{T}_{r}(y, \tau) \phi_{0} d y$. Using these expressions in the PDEs [see Appendix. (5.8.2)], we get

$$
\begin{equation*}
\dot{\hat{T}}_{0}=0, \dot{\hat{T}}_{n}^{\mp}=-\frac{1}{\sqrt{2 \gamma}}(1 \pm i) \lambda_{n}^{3 / 4} \hat{T}_{n}^{\mp}, n=1,2,3 \ldots \tag{5.6.2}
\end{equation*}
$$

where $\lambda_{n}=(n \pi / L)^{2}$. This can be interpreted in domain $y \in[0, L]$ as,

$$
\begin{align*}
\partial_{\tau} \mathcal{T}_{r}(y, \tau) & =-\frac{1}{\sqrt{2 \gamma}}\left(|\Delta|^{3 / 4}-\nabla|\Delta|^{1 / 4}\right) \mathcal{T}_{r}(y, \tau), \\
& =-\frac{1}{\sqrt{2 \gamma}} \mathbb{L}_{\infty} \mathcal{T}_{r}(y, \tau), \tag{5.6.3}
\end{align*}
$$

where $\mathbb{L}_{\infty}$ is an positive operator defined by its action as, $\mathbb{L}_{\infty} \phi_{n}^{ \pm}(y)=\lambda_{n}^{3 / 4}(1-i \operatorname{sgn}(n)) \phi_{n}^{ \pm}(y)$. With $L \rightarrow \infty$ the spectrum becomes continuous as well as the eigenfunctions become plane wave. Thus in infinite system at equilibrium, the evolution of temperature profile is given by a skewsymmetric fractional Laplacian given in Eq. (5.2.2) .

One can alternatively see this equivalence from the integro-differential evolution in infinite space through the action of the operator $\partial_{\tau} T(y, \tau)=-\frac{1}{\sqrt{2 \gamma}} \mathbb{L}_{\infty} T(y, \tau)$. Where a similar calculation as in Sec. (5.5) gives $\mathbb{L}_{\infty} f(y)=\frac{1}{\sqrt{\pi \gamma}} \partial_{y} \int_{-\infty}^{y} \frac{\partial_{y^{\prime}} f\left(y^{\prime}\right)}{\sqrt{y-y^{\prime}}} d y^{\prime}$, where in contrast to (5.5.6), the lower limit is changed from $-\infty$ to 0 . Using the identity

$$
\int_{-\infty}^{y} d z \frac{1}{\sqrt{y-z}} e^{i q z}=\frac{\sqrt{\pi}}{\sqrt{i q}} e^{i q y}
$$

one can easily show that

$$
\mathbb{L}_{\infty} e^{i q y}=\lambda_{q} e^{i q y}, \quad \lambda_{q}=\sqrt{\frac{1}{2 \gamma}}[1-i \operatorname{sgn}(q)]|q|^{3 / 2},
$$

which is same as the Fourier spectrum of the skew-symmetric fractional Laplacian. given in Eq. 5.2.2.

### 5.7 Conclusion

In this chapter, we have studied anomalous transport in a one-dimensional system with two conserved quantities, in the open system setup. Starting from a microscopic description and acquiring knowledge about scaling properties from numerical studies, we derive exact expressions of the temperature profiles and the two point correlations in the steady state. We also study the evolution of these quantities towards steady state. We explicitly show that the evolution of the temperature pro-


Figure 5.5: The real (Blue, deep gray) and imaginary (Orange, light gray) part of the right eigenvectors for the matrix $\mathbf{B}$ for the first few eigenvalues. The plots for even ordered eigenvectors ( $n=8,10 \ldots$ ) are related to the eigenvectors of the previous eigenvectors by a reflection around x axis and hence are not plotted. A polar representation is shown as the real and imaginary parts of the eigenvectors for $n \geq 7$. The polar plots are for $n=7,9,11 \ldots$.
files in this model is governed by a non-local operator defined inside a finite domain which correctly takes the previously obtained infinite system representation. We provide numerical verifications of the analytical results.

### 5.8 Appendix

### 5.8.I Boundary equations

The dynamical equations at the boundaries are given by

1. for $i=j=1$

$$
\begin{equation*}
\dot{T}_{1}=2 \lambda T_{\ell}+2 C_{1,2}-2 \lambda T_{1}+\gamma\left[T_{2}-T_{1}\right] \tag{5.8.I}
\end{equation*}
$$

2. for $i=j=L$

$$
\begin{equation*}
\dot{T}_{L}=2 \lambda T_{r}-2 C_{L-1, L}-2 \lambda T_{L}+\gamma\left[T_{L-1}-T_{L}\right] \tag{5.8.2}
\end{equation*}
$$

3. $i=1$ and $2<j<L$

$$
\begin{align*}
\dot{C}_{1, j} & =C_{2, j}-\lambda C_{1, j}+C_{1, j+1}-C_{1, j-1} \\
& +\gamma\left[C_{1, j-1}+C_{1, j+1}+C_{2, j}-3 C_{1, j}\right] \tag{5.8.3}
\end{align*}
$$

4. $j=L$ and $1<i<L-1$

$$
\begin{align*}
\dot{C}_{i, L} & =C_{i+1, L}-C_{i-1, L}-C_{i, L-1}-\lambda C_{i, L} \\
& +\gamma\left[C_{i-1, L}+C_{i+1, L}+C_{i, L-1}-3 C_{i, L}\right] \tag{5.8.4}
\end{align*}
$$

5. $i=1$ and $j=L$

$$
\begin{align*}
\dot{C}_{1, L} & =C_{2, L}-C_{1, L-1}-2 \lambda C_{1, L} \\
& +\gamma\left[C_{2, L}+C_{1, L-1}-2 C_{1, L}\right] \tag{5.8.5}
\end{align*}
$$

6. $i=1$ and $j=2$

$$
\begin{equation*}
\dot{C}_{1,2}=T_{2}-\lambda C_{1,2}+C_{1,3}-T_{1}+\gamma\left[C_{1,3}-C_{1,2}\right] \tag{5.8.6}
\end{equation*}
$$

7. $j=L$ and $i=L-1$

$$
\begin{align*}
\dot{C}_{L-1, L} & =T_{L}-C_{L-2, L}-T_{L-1}-\lambda C_{L-1, L} \\
& +\gamma\left[C_{L-2, L}-C_{L-1, L}\right] \tag{5.8.7}
\end{align*}
$$

### 5.8.2 Fractional equation in infinite domain

The expansions in Eq. (5.6.I) along with the set of PDEs Eq. (5.2.5)-(5.2.7) gives the following differential equation for the components,

$$
\begin{align*}
\partial_{x}^{2} \hat{A}_{n}^{ \pm}(x, \tau) & =\left((1 \mp i) \alpha_{n}\right)^{2} \hat{A}_{n}^{ \pm}(x, \tau), \partial_{x}^{2} \hat{A}_{0}(x, \tau)=0 \\
\pm \frac{i n \pi}{L} \hat{T}_{n}^{ \pm}(\tau) & =-2 \gamma \partial_{x} \hat{A}_{n}^{ \pm}(x, \tau)_{\mid x \rightarrow 0}, \tag{5.8.8}
\end{align*}
$$

where $\alpha_{n}=\sqrt{\frac{n \pi}{2 L \gamma}}$. The solution to these equations are in general given as, $\hat{A}_{n}^{ \pm}(x, \tau)=a_{n}^{ \pm}(\tau) e^{ \pm \alpha_{n}(1 \mp i) x}$, $\hat{A}_{0}(x, \tau)=d(\tau) x+e(\tau)$ Choosing solutions which do not blow up at infinity at large $x$ and obey the boundary conditions. We have, $\mathcal{C}_{r}(x, y, \tau)=e(\tau)+\sum_{n=1}^{\infty} a_{n}^{-} e^{-\alpha_{n}(1+i) x} \phi_{n}^{-}(y)+c . c$. where c.c. stands for complex conjugate. $e(\tau)$ is zero because there is no time-dependent source in the system. Using above equations, we have

$$
\begin{equation*}
\hat{T}_{n}^{ \pm}=2 \gamma a_{n}^{\mp}(\tau) \alpha_{n} \frac{(1 \mp i)}{(n \pi / L)}, \dot{\hat{T}}_{n}^{\mp}=\mp 2 i \frac{n \pi}{L} a_{n}^{ \pm}(\tau) \tag{5.8.9}
\end{equation*}
$$

Using these two, we have Eq. (5.6.2).

## Part IV

## Conclusions

To conclude, in this thesis we have studied some problems in understanding anomalous transport in one-dimensional systems. In the first part of the thesis we studied numerically heat transport in the Toda system, which is a classically integrable system. We found that, both in equilibrium and non-equilibrium setup, the system shows properties of ballistic transport. We computed analytically the equilibrium correlations in the harmonic and the hard particle gas which can be viewed as special limiting cases of the Toda chain. However, we note that there is no rigorous proof that an integrable system should have ballistic transport, and the interesting question of understating nonballistic transport in integrable systems would be an interesting direction to be explored. We have also done a comparative study of the differences in transport between integrable and non-integrable systems in both the equilibrium and non-equilibrium setups. We found that certain hydrodynamic tools used in transport of non-integrable are useful in understanding transport in integrable systems. An interesting question is the possibility of describe integrable systems using hydrodynamics, and also the questions related to relaxation and thermalization in integrable systems.

In the second part of the thesis, we have explored super-diffusive transport in one-dimensional systems with stochastic dynamics. We approached this problem by studying analytically tractable models which show super-diffusion and studied them in the non-equilibrium setup with different temperatures applied at the boundaries. Starting from the microscopic model, we established a fractional equation description for transport in these systems which can describe equilibrium as well as non-equilibrium properties in the super-diffusive system. These works give a possible hint that a fractional diffusion equation plays a similar role in super-diffusive transport as heat equation (Fourier law) for diffusive transport. However this possibility must be explored by studying other models and needs to be extended to obtain a full characterization of the NESS in super-diffusive systems.
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