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Chapter 1

Introduction

We all have some practical experience with how flows influence the dynamics of solid objects

moving through fluid, from throwing a Frisbee or a paper plane, or from just observing the

elegant trajectories of a falling leaf or a card [1, 2]. Our intuition for these phenomena is

based on the inertia of the objects and the fluids. However, at microscopic scales, completely

different hydrodynamics steers our world, in which inertia is negligible, and viscous forces

dominate [4]. For characteristic flow velocity Ū , length scales L, viscosity µ, and density ρ of

the fluid, the ratio of inertial to viscous forces is given by the Reynolds number Re = ρŪL/µ.

An inertialess regime, i.e. Re � 1 naturally emerges when length scales are microscopic,

for typical values of ρ, ν, and Ū . For microscopically small particles of size a moving

with velocity v, the thermal Brownian motion is usually important as the Péclet number,

Pe = av/D can be smaller than 1, with thermal diffusivity D. In this thesis, we are interested

in the dynamics of particles in the regime of Re � 1 and Pe � 1, where thermal effects

are negligible, and interplay between viscous hydrodynamics and driving forces governs the

dynamical behavior [5]. Such non-Brownian Stokesian dynamics is ubiquitous in nature

and industry [6], in situations where particles are large enough to render thermal effects

unimportant but small enough to be considered non-inertial. In table-top experiments the

physics of this regime can be achieved with larger particles like coins in a highly viscous

fluid like honey. At Re → 0, particles obey the constraint of time-reversibility, in that the

equations of motion are invariant under changing the sign of driving forces and velocities,

which plays a crucial role in the mobility of micro-organisms [7, 8], and also results in some

1



confounding phenomena like the demixing of ink in a fluid [9], and memory formation in

sheared suspensions [10].

The present thesis considers two scenarios – 1) externally driven or sedimenting particles

with hydrodynamic interactions and 2) internally driven or active self-propelled particles in

an imposed flow. For both these cases, we show how particle shape anisotropy transfigures

the collective dynamics, and leads to the emergence of an effective inertia in which the

anisotropy axis of the particles behaves like a canonical momentum. We discover some

curious analogies with well known inertial systems and open a window into an unusual

growth mechanism, namely transient algebraic growth, which is likely consequential in many

other non-equilibrium soft matter systems. In the first section 1.1, we give a bird’s-eye view

of the literature and present the basic concepts which form the groundwork for this thesis.

In the second section 1.2 we lay down the organisation of the thesis and highlight our main

findings.

1.1 Background

In the classical world around us gravity is inescapable, and as a consequence collective settling

of microscopic particles in an ambient fluid is a ubiquitous phenomenon. For slow viscous

flows with velocity U and pressure p, the steady Stokes equation, µ∇2U = ∇p along with

incompressibility ∇ · U = 0, and suitable boundary conditions, governs the dynamics of

moving bodies [6, 11]. The linearity of the Stokes equation offers numerical solutions via

superposition for a wide range of problems [12, 13]. A force monopole at the origin in an

unbounded fluid, called a stokeslet, leads to the viscous hydrodynamic kernel

Gij(x) = 1
8πr

(
δij + rirj

r2

)
, (1.1)

which decays with distance r and 1/r [12], similar to that encountered in Newtonian gravity

and electrostatics. Thus, a point particle settling at the origin disturbs the fluid out to large

distances in all directions, and as a consequence, collective Stokesian sedimentation offers a

classical many-body problem with long-ranged hydrodynamic interactions.

For calculating hydrodynamic interactions between settling spheres, the method of re-

flections is employed to write an approximate solution iteratively as a power series in a/r
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[14], where a is the radius of the sphere and r is the separation vector. In practice, truncat-

ing this series with just the first few terms in it, captures hydrodynamic interactions with

reasonable accuracy, given that the particles are widely separated [6, 12]. Employing this

technique on two spheres settling in arbitrary configuration [6], with r making an angle φ

with gravity, gives the vertical velocity U|| = U0[1 + 3a(1 + cos2 φ)/4r], which is greater than

the velocity of an isolated settling sphere U0 = F/6πµa. And, for φ 6= 0, π/2, there is a drift

perpendicular to gravity, given by U⊥ = 3aU0 sin(2φ)/8r. These results are consistent with

the exact solution of the Stokes equation in bipolar coordinates [15]. There are very limited

scenarios in which a Stokesian boundary value problem can be solved analytically, and [15]

is the only analytical solution available that we know of for a multi-particle case [6]. The

Stokesian time-reversal symmetry [7] prohibits any change in the magnitude and direction of

r, i.e. any configuration of a pair is stationary. This stability is immediately disrupted when

a third sphere is introduced [16, 17]. Summing the flow fields of three point forces leads to

chaotic dynamics [16], such that at long times a pair leaves the third particle behind. The

time of transition into this state, and which two of the three particles form a pair, are both

sensitive to the initial condition.

In the system of multiple settling spheres, each sphere sinks in the backdrop of flow

created by others [18]. Thus, the flow depends on the precise arrangement of particles (micro-

structure) and the microstructure evolves due to the flow [11]. This two-way coupling leads

to many challenges in the statistical mechanics of Stokesian sedimentation [5, 20, 21], where

a simple pair-wise superposition of velocity due to the stokeslet predicts a divergence of both

the mean velocity [22] and the fluctuations about this mean [23], as the domain size becomes

infinite. However, such system size dependence is not observed in experiments [43, 25].

These central issues have made sedimentation a venue of active research in non-equilibrium

statistical mechanics [5, 26, 27].

Particles in most natural and industrial settings are non-spherical, thus the age-old issues

in sedimentation need to be considered anew in light of the internal degrees of freedom coming

from particle shape [28, 29]. Spheroids offer a simple route to introducing particle shape

anisotropy. An isolated settling needle (limit of prolate spheroids), behaves qualitatively like

a pair of spheres, thanks to the fore-aft symmetry. The pair falls twice as fast with its long
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dimension along the gravity direction, as compared to when it is perpendicular to gravity;

demonstrated in beautiful experiments by G.I. Taylor [30]. This can be understood using

the slender body theory [31], which is a special case of the singularity solution for spheroids

[32]. Spheroidal harmonics offer an analytical solution for a single settling spheroid in an

unbounded fluid, but only in specific configurations [6].

As soon as another spheroid is introduced in the flow field of the first, the pair imme-

diately falls into a graceful dance [see Supplementary Video 2.1], due to coupling between

the rotational and translational degrees of freedom. Approximate analytical expressions for

drag and torques on a pair of settling spheroids in an arbitrary configuration was given by S.

Wakiya (1965) [33]. The periodic dance of the settling pair, however, was first noted in pro-

late spheroids by S. Kim (1985) in a numerical solution using the method of reflections [34],

and was observed in experiments by Jung et al. (2006) for disks and rods in specific initial

configurations [35], and their numerical simulation using the boundary integral method con-

firmed the robustness of periodic dynamics in this system. To capture the essential physics of

coupling between translations and rotations of a settling pair of shaped objects, Goldfriend

et al. (2015) [36] introduced stokeslet objects as a minimal model to calculate pair-mobility

to leading order in a/r. In this framework, the pair dynamics of self-aligning spheroids are

presented [37], which is distinct from the dynamics of homogeneous axisymmetric objects

with fore-aft symmetry (apolar spheroids) relevant to the present thesis. For three apolar

spheroids, manifestation of Jánosi’s chaos [16] is expected [see Supplementary Video 1.1].

However, this remains unexplored.

The collective settling of apolar spheroids is more rich and complicated than that of

spheres [38, 39, 40, 28], as a tilted oriented particle can drift laterally while settling [30, 32],

and its orientation is a dynamical variable that evolves in response to the flow created at

its location by other particles [41]. A homogeneous suspension of spheroids has been shown

to be linearly unstable to perturbations in number density [39, 40]; wherein the symmetric

part of the local velocity gradient aligns the spheroids on average, such that the resultant

lateral drift due to orientation enhances the density perturbation, making it unstable [39].

In this argument, the effect of the antisymmetric part of the velocity gradient is, however,

much less transparent, as discussed in Appendix 7.3 of this thesis. Stokesian sedimentation
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of an initially randomly distributed suspension of fibers has been studied experimentally

[28, 42, 43, 44] and numerically [45, 46, 47] in great detail, with a focus on the dependence

of velocity fluctuation and structure factor on system size and particle concentration. Both

numerical and experimental investigations show large scale inhomogeneities, with patches of

dense regions in which mean orientation aligns with gravity. Within these dense regions called

streamers [44] there are fast settling clusters of fibers [47]. These clusters spontaneously form

and break [28]. The dynamics of such a cloud of fibers are separately studied in experiments

and simulations [48], with an observation of torus formation similar to that of swarms of

settling spheres [49]. The formation of clusters and streamers from homogeneous suspension

occurs in a highly non-linear regime – how this non-linear state is arrived at from linear

instability of Koch & Shaqfeh [39] and what sets the typical size of clusters [50] is still

unresolved [28]. In particular, an experiment on the linear stability analysis of a spheroid

suspension with control on the initial state is missing. Moreover, disk-like particles have not

captured much attention [34, 28], despite their frequent occurrence in nature in the form of

ice-crystals in the early stages of cloud formation, diatoms in the pelagic algal blooms, clay

particles in riverbeds, and red blood cells in plasma.

Although detailed investigations of multiple settling spheroids have been done in the

past three decades, the richness of the two-spheroid dynamics presented in this thesis was

unexplored [61]. At a multi-particle level, we do not address the unresolved issues in the

homogeneous suspension of fibers. We instead present surprises in Stokesian settling of

anisotropic objects by turning to a different state of sedimenting matter acquired by ini-

tializing particles in lattice configurations. We ask how particle shape anisotropy modifies

the inescapable instability of a settling sphere array studied almost fifty years ago by J.M.

Crowley (1971) [51, 52]. A coarse-grained description of drifting lattices of isotropic objects

has previously emerged in the dynamics of moving crystals [53] and flux lattices in type-II

superconductors [55], which has further led to new theoretical directions in non-equilibrium

statistical mechanics [54]. Understanding the dynamics of sedimenting arrays of orientable

objects helps us connect particle level interactions to long-wavelength collective modes [62].

In our study of spheroid pairs and lattices, we find the emergence of inertia as a result

of particle anisotropy and driving [61, 62]. Since a self-propelled particle also has both these
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ingredients, with anisotropy set by the direction of self-induced velocity and driving coming

from activity, by näıve extrapolation one may expect an effective inertia in its dynamics.

When passive inertial particles are suspended in vortical or turbulent flows, they form large

scale inhomogeneous structures [99, 102], and are known to display caustics and clustering

[101, 103], unseen in inertia-less particles. These may be thought of as the fingerprints of

particle inertia [126]. The concept of caustics has its origin in geometrical optics, where

they are the envelope of light rays marked by bright filamentous structures [122], and are

formally studied in the framework of catastrophe theory [119]. Their manifestation can be

easily seen in the bottom of a swimming pool on a sunny day [120] or in the twinkling of

stars in a clear night sky [121]. In the present thesis, in the context of Stokesian suspensions,

we ask whether caustics can arise in the dynamics of Stokesian active particles in vortical

flows, as a result of the effective inertia arising from their persistent self-propelled motion.

We define caustics here as regions where two particles may arrive at the same location and

the same time but with different velocities. In such regions there is no way to approximate

the particle velocities in terms of a field description.

The dynamics of motile particles in imposed flows is a research area with an established

history [106], but enormous current interest in this field is sparked by its relevance to phy-

toplankton in the ocean and thence to global climate change [98, 107, 108]. Formation of

inhomogeneous structures and clustering is observed for active particles in vortical flows

[109, 111, 112, 113], and turbulence [104, 110]. Effective Hamiltonian dynamics in micro-

swimmers has been reported in wall-bounded flows [67, 68] and in a Lamb-Oseen vortex

[114]. However, these observations are not made in light of the effective inertial dynamics,

and the ‘active caustics’ remain hitherto unreported to the best of our knowledge. Thus a

study of effective inertia and caustics in active suspensions appears worthwhile. In this the-

sis, we study the similarities and distinctions between active inertialess particles and passive

inertial particles in vortical flows and look at the regimes of caustics formation, akin to the

passive inertial case [101, 102].

Last year marked the 200th anniversary of George Gabriel Stokes [‘Stoked about Stokes’,

Nat. Rev. Phys. 1, 637 (2019)]. Stokesian suspensions continue to astonish us with their

richness and complexity and remain a fertile domain of research. In the sections making up
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the rest of this chapter, we set the stage for the surprises in driven Stokesian suspensions

presented in this thesis. First, we discuss how pair hydrodynamic interactions between sedi-

menting spheres lead to Crowley’s clumping instability [51], and how symmetries can be used

to construct long-wavelength dynamics of drifting lattices in the Lahiri-Ramaswamy (LR)

model [53, 54]. Second, we introduce an unusual growth mechanism that takes place when

the dynamical matrices are non-normal [81]. Third, we present the formation of caustics in

inertial particles [101]. We supplement these sections with a couple of movies, with links

provided in the Appendix 6.1.

1.1.1 Crowley instability and the LR Model

An isolated sphere of radius a and buoyant weight F in an unbounded fluid of viscosity µ

settles with a speed U0 = F/6πµa [3]. Two such identical spheres separated by a distance r,

with the separation vector r making an angle φ with respect to the vertical, settle differently

from a single one, as a result of their hydrodynamic interaction. This behavior can be

decomposed into two parts [see Fig.1.1 (a) & (b)], using the method of reflections [6] – (i)

A pair falls faster than an isolated settling sphere due to reduced drag, with the component

of velocity along gravity given by

U|| = U0

[
1 + 3a

4r (1 + cos2 φ)
]
, (1.2)

and (ii) component perpendicular to it given by

U⊥ = U0
3a
8r sin(2φ). (1.3)

The dynamics of a linear horizontal array of spheres as shown in Fig. 1.1 (c) with only

hydrodynamic interactions due to gravitational settling, can be constructed using the above

two ingredients. Consider positional perturbations u about a reference lattice with spacing

d. At any given lattice point, say n, the perturbation has both horizontal unx and vertical

unz components. As the lattice freely settles along the −z direction, the nth sphere interacts

hydrodynamically with the (n+ l)th and (n− l)th sphere, where l = 1, 2, ..∞, and the lattice

extends to infinity. In the mean settling frame, the linearized equation of motion for a small

perturbation of the nth sphere about the reference lattice becomes [51]
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Figure 1.1: Crowley instability

dux
n

dt
= −3aU0

4d2

∞∑
l=1

uz
n+l − uzn−l

l2
, (1.4)

duz
n

dt
= +3aU0

4d2

∞∑
l=1

ux
n+l − uxn−l

l2
. (1.5)

In the nearest neighbour approximation in which the nth sphere interacts only with the

(n+ 1)th and (n− 1)th spheres, the dispersion relation becomes, ω± = ±i3aU0| sin(qd)|/2d2,

where the perturbation wavenumber q lies in the domain 0 ≤ q ≤ π/d. Thus the frequencies

are imaginary at all wavenumbers, and of opposite sign, giving rise to an inescapable insta-

bility, which at long times gives rise to the formation of clumps of spheres [Supplementary

Video 2.1 demonstrates the basic mechanism]. Surprisingly, despite the long-range nature of

hydrodynamic interactions, the nearest-neighbour approximation compares well even with

Crowley’s [51] experiments on the linear stability of spheres which are carried out in a cubical

geometry with walls distant from the particles in all directions. If there is a compression

of the lattice at a given location, the local settling speed is increased due to reduced drag,

generating a local tilt in the lattice. The direction of the lateral drift due to tilt is such that

it further compresses the lattice. In the configuration shown in Fig 1.1 (b) the pair drifts
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towards the right. However, the symmetry of the system does not distinguish right from left

and therefore from general symmetry arguments, there could be a system in which the tilted

pair drifts to the left preventing the clumping instability. Indeed, a drifting flux lattice in

a type-II superconductor offers precisely such a pair interaction, leading to kinematic waves

[55].

These symmetry arguments in drifting lattices were presented in the LR model [53, 54].

Consider the perturbation shown in Fig. 1.1 (c) in the long wavelength limit, where it can

be approximated as a continuous displacement field u(x, t). The dynamics of the lattice in

the comoving frame can be written as, u̇ = M · F, where M is the mobility of the lattice,

which is a geometrical property independent of the forcing. This particular form of the

equation of motion guarantees that the Stokesian time-reversal symmetry is obeyed. The

central theme of Lahiri & Ramaswamy (1997) [53] was to construct the most general form

of M using symmetries of the system. First, the translational invariance of the ambient fluid

ensures that M(∇u) can only be a function of gradients of the displacement field. Doing the

gradient expansion of M(∇u) while retaining only the leading terms in the gradients of the

displacement field, gives the continuum equations of motion

u̇x = λ1
∂uz
∂x

+ λ2
∂ux
∂x

, u̇z = λ3
∂ux
∂x

+ λ4
∂uz
∂x

. (1.6)

Since gravity sets the only anisotropy direction in the system, the equation of motion must

be invariant under x → −x and ux → −ux. And thus the terms with λ2 and λ4 are not

allowed in the above equations, in order to satisfy the specific rotational invariance; giving

rise to the equations, u̇x = λ1∂uz/∂x and u̇z = λ3∂ux/∂x. These equations say that the

local tilt of the lattice ∂uz/∂x gives a horizontal drift and the local compression of the lattice

∂ux/∂x changes the settling speed. The resulting dispersion relation is ω± = ±q
√
λ1λ3. The

long wavelength limit qd � 1 of the Crowley instability comes out as a special case of the

LR model, when λ1 = −λ3 = 3aU0/2d. Kinematics waves occur when λ1 and λ3 have the

same sign [55].

Note that this symmetry-based phenomenological model is for a one-dimensional ar-

ray in a three-dimensional fluid, but with only local interparticle interactions. Quasi-two-

dimensionality is important for the phenomenology in order to assume only local interactions
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in form of gradient terms. The term “quasi-2D” refers to a system which is limited to a nar-

row thickness in one direction by the presence of bounding walls, while being effectively

unbounded in the other two, where the walls are a momentum sink. The length of the con-

finement introduces a cutoff length scale beyond which hydrodynamic interactions decays

with inter-particle distance r as 1/r2 [56, 57], which is weaker as compared to 1/r in an

unbounded fluid [12]. Later in this thesis, we will make use of this simplification in our

experiments and theory on settling disks.

There are two main takeaways from this analysis – hydrodynamic interactions can be

used to construct many-particle dynamics [51, 52], and long-wavelength dynamics can be

constructed without knowing the microscopic details of interactions, using general symmetry

arguments. However, determining the phenomenological parameters requires solving the fluid

dynamics of two-body interactions [53, 55].

1.1.2 Transient growth: a non-normal route to instability

In hydrodynamic stability problems [74], usually, a nonlinear system of equations is linearized

and the growth or decay of infinitesimal perturbations about a given steady-state is studied.

A standard eigenvalue analysis of linearized dynamics explains the experimental results of

certain systems successfully like Taylor-Couette flow and Rayleigh-Benard convection, while

it completely fails to explain the instability observed in the experiments of others, like plane

Poiseuille, pipe and plane Couette flows [75, 76]. These classical problems date back to the

nineteenth century, and it became clear only in the 1980s [77] (although problems with a

simple-minded eigenvalue analysis were known since 1960 [78], see also [79]) that the least

stable or most unstable eigenvalue in these systems does not dictate the short-time behavior

and that such analysis can be misleading when the stability operator is not self-adjoint. And

it is now well accepted that in such systems a combination of non-normal modes can grow

before decaying [81, 82, 84] and this transient growth can be large enough to perturb the

system out of the linear regime, potentially leading to a sub-critical bifurcation behavior [84].

This section presents the basic idea using an example dynamical matrix [83, 81]. Consider

the evolution of a state vector X ≡ (x1, x2)T given by ∂X/∂t = A ·X, where the dynamical

10



matrix

A =

 −0.1 s

0 −0.2

 , (1.7)

with a parameter s. The dynamical matrix A is constructed such that when s = 0 we

get a pair of orthogonal eigenvectors (1, 0)T and (0, 1)T with eigenvalues −0.1 and −0.2

respectively. Let us define the norm ||X|| as
√
x12 + x22 and ask how ||X(t)|| evolves in time,

especially when s 6= 0. If we set s = 4, we get the eigenvectors (1, 0)T and (−0.9997, 0.025)

with the same eigenvalues as before. The crucial distinction is that when s 6= 0, A is non-

normal, i.e. the commutator [Ã(q), Ã†(q)] 6= 0, giving rise to non-orthonormal eigenvectors.

The gain G(T ) ≡ ||X(T )|| / ||X(0)|| ≤ || exp (A ∗ T )|| for any given time T depends on

the initial state X(0). For an arbitrary initial state, say X(0) = (cos β, sin β)T for β =

π/4, π/6, π/8, the gain transiently grows as shown by blue curves in Fig.1.2, even when

individual modes decay in time. However, for every T there is a special initial state X(0) that

maximizes the gain called Gmax(T ) which can be found using singular value decomposition

[U,Σ,V] of exp (A ∗ T ) [84]. In particular, the first column of the right singular matrix

V gives this optimal initial state, whose evolution is shown by the red curve in Fig.1.2 for

T = 5. If the nonlinearities in the system depend on ||X(t)||, as would often be the case,

then high values of gain can push the system into the nonlinear regime, even when the

initial ||X(0)|| is small [76]. This growth mechanism holds even with neutrally stable or

wavelike modes instead of decaying ones [73], like the case discussed in chapter 14 of [80].

Although the mechanism is well established, a clean comparison of transient growth between

experiments and theory is rare even in wall bounded shear flows, even though non-normality

was established long ago.

Note that the question of whether the system is normal or non-normal is meaningful

only when an appropriate norm is defined, which is preferably physically motivated and

experimentally convenient to measure [75]. In fluid mechanical problems, the most common

norm is the kinetic energy of the perturbations, but such an obvious energy norm is seldom

available in other dissipative dynamical systems. As we will discuss later in the thesis, our

choice of energy norm in an array of settling spheroids comes from a curious analogy with a

lattice of masses and springs [62]. Lastly, it is important to note that non-normal dynamics
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Figure 1.2: Transient non-modal growth with stable eigenvalues. Plot of the gain for

arbitrary initial conditions X(0) = (cosβ, sin β)T with β = π/8, π/6, π/4 (blue curves), compared

with the gain for optimal initial condition, i.e. first column of the right singular matrix, with T=5

(red curve).

go beyond hydrodynamic stability problems as presented in [80], and are likely to occur in

a wide range of nonequilibrium systems. In chapter 4 of this thesis, we demonstrate their

relevance to the sedimentation of ordered Stokesian suspensions of spheroids.

1.1.3 Caustics of inertial particles in vortical flows

The dynamics of an inertial particle with position X and velocity v in an imposed flow U is

given by the Maxey-Riley equations [100]: Ẋ = v and v̇ = (U− v)/τ , where τ is the Stokes

time which, being proportional to the mass of the particle, quantifies its inertia. Consider a

flow field due to a point vortex, U = Γθ̂/2πr ≡ Γ̃θ̂/r. When lengths are non-dimensionalised

by
√

Γ̃τ and time by τ the equations of motion in the cylindrical polar coordinates become

12



Figure 1.3: Inertial particles in vortex flows. (a) Snapshots of 105 inertial particles around a

point vortex at various times [see Supplementary video 3.1]. The caustics ring (red) is the contour

on which the number-density sharply spikes [101]. (b) & (c) schematically show the two mechanisms

of preferential sampling in a generic flow.

[101]

r̈ + ṙ = L2

r3 (1.8)

L̇+ L = 1 (1.9)

where L ≡ r2dθ/dt is the angular momentum of the particle. The asymptotic solution for

r � 1 is ṙ = constant and L = 1. Therefore in this limit, if particles start out at different

radii separated by ∆r with the same initial velocity, the sign of ∆r does not change as

the particles evolve. The scenario is different and more interesting when r � 1, where the

asymptotic equation for r becomes r̈ = L0
2/r3, where L0 is the initial angular momentum

of the particle. Thus particles starting closer to the origin are accelerated out more strongly

than the particles slightly further away, leading to crossing of trajectories, and caustics. This

can be easily seen when we numerically simulate the dynamics of particles around a point
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vortex following Maxey-Riley equations as shown in 1.3 (a). We discuss such dynamics for

self-propelled particles in detail in this thesis.

In a generic flow it is known that inertial particles preferentially cluster in straining

regions [99] by a combination of two mechanisms [96] as shown in Figure 1.3 (b) & (c).

How similarly would inertialess active particles behave in vortical flows? Would they display

caustics? Answering these questions is the central theme of chapter 5.

1.2 Organisation of the thesis and our main results

The three mechanisms discussed above in the sections 1.1.1, 1.1.2 and 1.1.3 forms the basis

of chapter 3 & 4, chapter 4 and chapter 5 respectively.

In Chapter 2 we investigate the graceful dance of a pair of settling coins, resulting

from the viscous hydrodynamic interaction. The outcome of this investigation is published

in Phys. Rev. Lett. 122, 224501 (2019). We show experimentally that a pair of disks settling

at negligible Reynolds number (∼ 10−4) display two classes of bound periodic orbits, each

with transitions to scattering states. We account for these dynamics at leading far-field order

through an effective Hamiltonian in which gravitational driving endows orientation with the

properties of momentum. This treatment is successfully compared to the measured properties

of orbits and critical parameters of transitions between types of orbits. We demonstrate a

precise correspondence with the Kepler problem of planetary motion for a wide range of

initial conditions, find and account for a family of orbits with no Keplerian analog, and

highlight the role of orientation as momentum in the many-disk problem. Our main results

are:

• Addition of an orientational degree of freedom leads to rich dynamics even at the level

of two-body hydrodynamic interactions.

• An asymptotic far-field theory explains the various dynamical behaviors.

• Our dynamical equations take an effective Hamiltonian form with translational and

orientational degrees of freedom becoming conjugate variables and orientation behaving

like momentum.
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• A class of orbits maps precisely to Kepler orbits of planetary motion within this far-field

description. All three laws of Kepler are seen in theory and experiments.

• We find a wide range of orbits with no Kepler analog.

Chapter 3 & Chapter 4 share a common theme of how an array of anisotropic objects

with fore-aft symmetry sediments in the Stokesian regime, and how particle shape anisotropy

transmutes the Crowley’s clumping instability [51]. The outcome of this investigation is

published in Phys. Rev. X 10, 041016 (2020). In Chapter 3, we present experiments on

an array of disks. The experiment is conceptually simple, but technically challenging due

to the difficulty in accurately releasing multiple oriented objects in a highly viscous fluid.

Thus our experiments are the first to carefully control the initial positions and orientations

of an array of particles, and we highlight how we do it in this chapter. Note that, even for

homogeneous suspensions, the experimental study of linear stability has been elusive due to

the difficulty in creating an initial homogeneous steady state. In Chapter 4, we theoretically

understand this system by both constructing the discrete dynamical framework, like that of

Crowley’s but with spheroids, and writing down the broken symmetry hydrodynamics of

displacement and orientation field of one-dimensional lattices of sedimenting spheroids. Our

experimental and theoretical findings agree remarkably well with each other, without any

fitting parameter. The key findings in our study of the spheroid lattice dynamics are:

• Two distinct dynamical regimes in the plane of wavenumber q and lattice spacing d: (1)

wavelike excitations in orientations and number density fluctuations, and (2) Crowley-

instability-like clumping decorated with orientations. Thus showing that anisotropic

particle shape, ubiquitous in the natural world, leads to dynamics that competes with,

and can eliminate, Crowley’s classic clumping instability.

• Our theory based on pairwise hydrodynamic interaction predicts a phase boundary

with the form d̃ = cos2 q/2, universal across all apolar oriented shapes, and in which

the Crowley instability becomes a limiting case. Here, d̃ denotes the lattice spacing

scaled by an appropriate function of shape.

• Wavelike excitations map to the dynamics of a mass-and-spring lattice. The underlying
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mechanism involves effective inertial dynamics with tilt as momentum as argued in our

earlier work, and an emergent elasticity through the viscous hydrodynamic interaction.

• We show the unexpected emergence of a purely Hamiltonian sector of the dynamics,

offering a natural inner product which forms our norm, or “energy” of disturbances,

driving our subsequent analysis of transient growth through a non-normal dynami-

cal matrix. The physics of transient growth is by no means dependent on a hidden

Hamiltonian, but such an approach likely has a wider utility.

• We offer an experimental demonstration of transient algebraic growth of perturbations

in a linearly stable regime, and close correspondence with our theory based on a non-

normal dynamical matrix, showing that the mere absence of eigenvalues with a positive

real part is no guarantee of long-term survival of the state. Such an experimental

demonstration is rare, even in shear flows where this phenomenon is well known.

In Chapter 5 , we investigate the deterministic dynamics of self-propelled particles in

vortical flows, and study the consequences of effective inertia in this system, in particular,

the emergence of ‘active caustics’. This work is to be submitted for publication. We study

numerically two distinct models of active dimers in a single vortex, as well as in unsteady

vortical flows; these dimers are noise-less manifestations of the so-called active Ornstein-

Uhlenbeck particles (AOUPs) and active Brownian particles (ABPs). We loosely use the

same nomenclature in this chapter, despite the absence of stochasticity. We consider a one-

way coupling between the particle’s orientation w and flow U, in which w responds to the

local flow gradients. In the small r and large r limits, respectively, we present the inner

and outer solutions of a singular perturbation analysis of the dimers in the point vortex,

which compares qualitatively well with the numerical results. For studying the behavior in

unsteady vortical flows, we simulate the flow in the vorticity stream-function formulation, in

two dimensions using the pseudo-spectral method. Our main findings are

• The dynamical equations of both AOUP and ABP in an ambient flow display fea-

tures of the Maxey-Riley equations, but with a strain-dependent relaxation term. The

distinction from inertial dynamics lies in an additional v.∇U term that makes the
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dynamics richer than that of passive inertial particles, where v is the velocity of the

particle, which is the sum of self-induced velocity βw and ambient flow velocity U at

the location of the particle.

• In a point vortex, caustics form in both AOUP and ABP, within a critical initial radial

distance r0/
√

Γ̃τ from the vortex origin. This distance depends on the orientation-flow

coupling parameter α for AOUP and (α, β) for ABP; resulting in a phase boundary

for caustics formation in the (r0, α, β) space.

• ABP in unsteady vortical flows preferentially samples straining regions, which we quan-

tify using the Okubo-Weiss parameter. For intermediate values of the non-dimensional

motility β′ ≡ β/U , clustering and caustics are more pronounced, similar to the dy-

namics of inertial particles as the Stokes number St is varied; suggesting that β′ plays

the same role as St.

In Chapter 6 we conclude with some future directions.

Note that the contents of chapters 2, 3, 4 and 5 are supplemented with numerous videos,

the links and details of which are provided in the Appendix 6.1. The videos are organized

in three subsections containing – (1) periodic dynamics of pair of disks in experiments, (2)

array dynamics of disks in experiments and numerics, and (3) dynamics of active dimers in

vortical flows in numerical simulations.
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Chapter 2

Settling Disk Pairs: Planetary and

Non-Planetary Orbits

This chapter largely reproduces material presented in the text and supplement of Phys. Rev.

Lett. 122 224501 (2019) “Kepler Orbits in Pairs of Disks Settling in a Viscous Fluid” by R

Chajwa, N Menon and S Ramaswamy. ( c©2019 American Physical Society)

2.1 Introduction

Collective gravitational settling in a viscous fluid is a notoriously challenging problem in the

physics of driven systems with long-range interactions. In the Stokesian limit of Reynolds

number Re → 0, sedimenting particles, which are monopoles of force density, manifest the

hydrodynamic interaction [3, 6, 12, 4] in its strongest form [19, 5]. Among the consequences

of this strong coupling are chaos in three-particle settling [16, 17], and the resulting statistical

character of many-particle sedimentation [5, 28, 29, 27]. Interestingly, however, the collective

settling of identical spheres can be built up from two-particle processes [15, 51, 53]: a pair

of spheres, in quiescent fluid extending to infinity, falls faster than an isolated sphere, with a

horizontal drift when the initial separation vector between the particles is oblique to gravity.

The reversibility of Stokes flow [6] ensures that the separation vector stays constant. By the

same token, a single apolar axisymmetric particle falls without rotating, drifting horizontally

at a rate proportional to its constant tilt. However, for two sedimenting disks a rich phase-
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Figure 2.1: Stokesian time-reversal symmetry forbids two spheres or one disk to tumble, but allows

nontrivial motion for a pair of disks.

space dynamics emerges, via mutual rotation due to a coupling between orientational and

translational degrees of freedom [41, 36, 35, 33].

In this chapter, we present experiments that classify the possible dynamical behaviours

of a settling pair of disks. We show that a symmetry-based far-field theory, without a

detailed calculation of the mutual rotation coupling, accounts for the dynamics through

the emergence of an effective Hamiltonian for this wholly dissipative system. Horizontal

position and tilt in the presence of gravity thus precisely mimic coordinate and momentum,

with an inherited time-reversal invariance. This emergent canonical dynamics persists in the

many-disk problem, where it competes with the well-known velocity-fluctuations problem

[23, 26, 21, 27, 5] in the sedimentation of isotropic particles.

2.2 Experiments

Our experiments are conducted on pairs of identical disks, with radius a = 0.65 cm, falling

in viscous fluid (Re ∼ 10−4) in a quasi-two-dimensional container with dimensions of 30 cm

x 50 cm x 5 cm (Width x Height x Depth). The fluid was transparent polydimethylsiloxane

(silicone oil) of viscosity 60000 cSt and density 0.96 g cm−3. The disks are of radius a = 0.6

cm, and 1 mm thickness; they are made of aluminium of density 2.7 g cm−3. They were
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made smooth using sandpaper and were spray painted black. As the disks fall under gravity,

their dynamics are captured every 5 seconds with a NikonD700 DLSR camera. The images

were converted to 8-bit, and thresholded after subtracting the background. The tracking was

done by fitting an ellipse to the disks, with the centroid of the ellipse giving the positions

(xi, yi) with an error of ± 0.02 a and orientation of the major axis giving θi of the disks with

an error of ± 0.06◦ [see Appendix 6.2]. In the next chapter we will discuss in detail the image

processing and analysis, in the context of multiple settling disks.

As shown in Figure 2.2 the trajectory of the centres of the disks lie in a plane. Assuming

translational symmetry in the x − y plane, and taking advantage of the observation that

there are no rotations due to torques about the x- and y-axes, the six coupled degrees of

freedom can be reduced to two separation and two orientation degrees of freedom. Our

observations suggest two qualitatively distinct trajectory types: scattering, in which the

separation increases monotonically, and bound, in which separation and orientations oscillate

with a characteristic amplitude and wavelength. The oscillatory behaviour further falls into

two classes, to be discussed later.

We ask: (i) Is there a well-defined boundary in the space of initial conditions that sep-

arates periodic and scattering (i.e. infinite-wavelength) behaviour, or do our “scattering”

states simply have a wavelength longer than the container height? (ii) What determines the

emergent time period and wavelength of the periodic orbits?

Within the four-dimensional space of initial separations and orientations it is convenient

to work with x ≡ x2 − x1, y ≡ y2 − y1, θ− ≡ θ2 − θ1 and θ+ ≡ θ1 + θ2. Here θi is measured

with respect to the y-axis, defined to be −ve in the first and fourth quadrant and +ve in

the second and third quadrant [Fig. 2.2]. We begin with the symmetric case with initial

θ1 = −θ2 and y = 0. The resulting trajectories are symmetric, i.e. θ+ = 0 at all times

[Fig. 2.3(a)]. For a small initial value xo of the horizontal separation x, θi undergoes a full

rotation and x oscillates periodically, as observed in experiments and simulations by Jung et

al. [35]. As xo is increased, the wavelength and amplitude of the oscillations increase sharply

[Fig. 2.3(d)], until the terminal motion seems to approach the linear trajectories of isolated

Stokesian disks [see Supplementary Video 1.1]. Finite container height makes it impossible

to establish experimentally the existence of a threshold value of xo at which the wavelength
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Figure 2.2: Bound and scattering behaviour: (a) A quasi-two-dimensional setup with disks

released such that the vector normal to the disk and the separation vector ~R = ~R2 − ~R1 lies

in the plane of the settling geometry, (x,y). The orientation of individual disks is quantified by

angles θ1 and θ2 measured with respect to gravity, which is pointing along the ŷ direction. (b)

Overlapped time frames showing pair dynamics observed in experiments. The numbers (1-6) denote

dynamics generated by varying the initial separation (xo, yo) between the disks and their individual

orientations (θi; i = 1, 2). These complex trajectories can be grouped into two broad classes:

periodic bound (1-3) and scattering (4-6).

and amplitude actually diverge. A similar limitation applies to the numerical evidence for

scattering orbits [34] using an expansion in a/R and the method of reflections [6, 12].

2.3 Far-field analysis

Working at leading order in a/R, we construct an effective Hamiltonian approach to the

disk-settling problem and map the symmetric case to the gravitational Kepler problem, thus

establishing the transition between periodic and scattering orbits. We then go on to explain

the behaviours seen in asymmetric settling. We begin with an isolated settling disk. The

leading order translational response of a spheroid to an external force F is U1 = [XA
−1KK+

YA
−1(δ−KK)]·F/6πηa. Here K is the orientation vector, XA and Y A are resistance functions

for spheroids [34]. Using the angle convention from Fig.2.2a, the horizontal velocity of an

isolated settling disk is ẋ1 = Fα sin 2θ1, where F is its buoyant weight and the mobility
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Figure 2.3: Symmetric settling: (a) Time-lapse images from the experiment, exhibiting a transi-

tion from periodic orbits to scattering trajectories with increasing initial horizontal separation xo.

Wavelength λ and amplitude A appear to diverge as xo approaches a critical value. (b) Elliptical

Kepler orbits for the bound states are clearly seen when the measured x and θ− are displayed as

radial and azimuthal coordinates respectively. (c) Trajectories in the x - θi plane, i = 1, 2, showing

regions of bound and scattering trajectories. The grey curves are predicted by the far-field analysis:

1/x = 1/xo + π
8a(cos 2θi − cos 2θio), where θio, xo are the initial values. Red, blue and green repre-

sent restricted, bound and scattering regions respectively. (d) Amplitude vs minimum separation

fits 1/(x−1
o −x−1

c ) + c with xc = 1.02a and c = 0.725a (red curve), qualitatively consistent with the

asymptotic far-field prediction (blue) 1/(x−1
o − π/4a). Alternatively, xc can be determined from

the log-log plots of wavelength and amplitude vs xc − xo, giving xc = (1 ± 0.032)a. (e) Scaling of

period T with amplitude A, T ∼ Aν , with ν ' 1.588 ± 0.11 consistent with the 3/2 of Kepler’s

third Law.
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α is defined below. The tilt angle θ1 remains constant due to Stokesian time-reversibility.

We can thus view the trivial evolution of x1 and θ1 as the Hamiltonian dynamics of a free

particle with momentum θ1 and kinetic energy proportional to cos 2θ1. This approach also

applies to the two-disk case, where θ1, θ2 do not remain constant.

The second spheroid generates a velocity field which is calculated using the distribution

of singularities at r2. For the prolate case, it is a line distribution between the focal points:

v2(r) = F2 ·
∫ k2

−k2

{
1 + (k2

2 − r2
2)(1− e2

2)2

4e2
2
∇2
}
G(r− r2)

8πη dr2 (2.1)

Here G(r)ij/8πη is the Green’s function for Stokes flow and k = ae with semi-major axis

a and eccentricity e. For the case of oblate spheroid, the line integral is carried along a

complex focal length (k → ik), which is equivalent to a distribution of singularities on a

disk of radius k in the perpendicular real subspace [59]. Vorticity of v2 evaluated at the

singularity distribution of the first particle, placed at r1, gives the leading contribution to

the rotation of the first particle [34]:

ω1 = 1
8πη

∫ k1

−k1

3
4k3

1
dr1

∫ k2

−k2

dr2

2k2
(k2

1 − r2
1)F2 × r12

|r12|3
, (2.2)

here, r12 = r1 − r2. The far-field approximation yields ω1 = F2 ×R/8πηR3, where R is

pointing from the centroid of particle 2 to the centroid of 1.

2.3.1 Planetary orbits

For symmetric settling, retaining the lowest non-vanishing contribution in an expansion

in a/x, ẋ = 2Fα sin θ− and ˙θ− = 2Fγ/x2. The proportionality constants α and γ are

determined by the solution for an isolated settling spheroid [32]. The mobility α = −(XA
−1−

YA
−1)/12πηa and γ = 1/8πη, where the resistance functions XA = 8/3π and YA = 16/9π

[12] in the limiting case of e =
√

1− b2/a2 → 1 for radius a and thickness b of the disk.

The above far-field equations can be recast as Hamiltonian dynamics ẋ = ∂θ−H, ˙θ− = −∂xH

with

H ≡ 4Fα sin2 θ
−

2 + 2Fγ/x (2.3)

where 4Fα sin2 θ−

2 and 2Fγ/x play the roles of kinetic and potential energy respectively,

with the 1/x coming from the viscous hydrodynamic kernel, not gravity. This is precisely
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the reduced Hamiltonian for the Kepler problem [58] when expressed in terms of azimuthal

angle θ− and radial coordinate x [Fig. 2.3 (b)]. The solution

1
x
− 1
xo

= α

γ
(cos θ− − cos θ−o ) (2.4)

to the equations of motion, obtained earlier by Kim [34] for far-field scattering trajectories, is

simply the conservation of H, describing both bound and scattering orbits [see Fig. 2.3(c)],

with a transition as xo → xc = 4a/π. Note that the observed amplitude diverges at xc =

1.02a which is smaller than 4a/π [see Fig. 2.3 d]. A circular Kepler orbit arises only for

α = 0, which is the case of a pair of identical spheres. Given the very close approach of the

disks in a bound state, the far-field mapping to the Kepler problem bears up surprisingly

well against experimental observations, as detailed in Fig. 2.3. There are two points to note

apropos the discrepancy between theory and experiments in Fig. 2.3, when the disks are too

close and too far apart, respectively – 1) In our analysis, the shape of the disk is lumped

into just one parameter α, and disks can penetrate each other without hindrance. 2) When

the disks are much far apart, the strength of hydrodynamic interaction between disks and

the walls become of comparable magnitude to the inter-particle interactions. Addressing

both these points in theory would require solving the full time-dependent boundary-value

problem, which we do not pursue in this thesis.

Laplace-Runge-Lenz vector

The fact that a Hamiltonian description emerges as a Kepler problem tells us that a Laplace-

Runge-Lenz vector has to exist. The trajectory for symmetric settling leads to Kepler orbits

l

R
= 1 + e cos θ− (2.5)

where the latus rectum 2l and eccentricity of the orbit e are

l = γ/α

γ/αRo − cos θ−o
; e = 1

γ/αRo − cos θ−o
; (2.6)

The eccentricity vector for a gravitational Kepler orbit is

~e = ~v × (~R× ~v)
Γ −

~R

|R|
, (2.7)
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Figure 2.4: Bound orbit for symmetric case where R and θ− play the role of radial and azimuthal

coordinates, respectively.

Γ being the gravitational parameter [which would be (m1 + m2)G for a pair of masses m1,

m2, where G is the gravitational constant]. In our system of sedimenting disks, the velocity

in the above analysis corresponds to that in Fig. 2.3 b: ~v = α sin θ−r̂ + γ
R
θ̂. This gives the

specific angular momentum ~R× ~v = γẑ, which, from (2.7), implies

~e =
(
γ2

ΓR − 1
)
r̂ − γα

Γ . sin θ−θ̂ (2.8)

From (2.4) we know 1/R = 1/Ro + α(cos θ− − cos θ−o)/γ. Rewriting (2.8) in terms of θ−

and transforming to cartesian vectors, r̂ = cos θ−x̂+ sin θ−ŷ, θ̂ = − sin θ−x̂+ cos θ−ŷ gives

~e =
[
γ2

Γ

(
1
Ro

− α

γ
cos θ−o

)
− 1

]
(cos θ−x̂+ sin θ−ŷ) + αγ

Γ x̂ (2.9)

We define the gravitational parameter Γ ≡ γ2
(

1
Ro
− α

γ
cos θ−o

)
, ensuring that the resulting

magnitude of eccentricity is the same as (2.6). This implies that ~e = x̂/(γ/αRo − cos θ−o).

Thus ~e is a conserved quantity, pointing along the x̂ axis with a constant magnitude depend-

ing on initial θ−o and separation Ro. The Laplace-Runge-Lenz vector is

~A = Γ~e = αγx̂ (2.10)

which is therefore also constant. Note: x̂ is an abstract direction defined using the separation

of the disks as the radial coordinate and the tilt angle θ− as the azimuthal coordinate. Note

also that both angular momentum ~R×~v and the Laplace-Runge-Lenz vector ~A are completely
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independent of initial conditions.

Figure 2.5: Perpendicular initial condition: (a) Time-lapse images from the experiment, when

the disks are released with perpendicular initial orientations. From left to right, the initial horizontal

separation xo is increased, leading to a divergence in vertical separation y. (b) Experimental

trajectories in the θ−-y plane represented by points, compared with the far field result plotted

in grey solid lines: y = ±xo cos θ−/
√

(8a/πxo)2 − cos2 θ−. Blue and green regions in the phase

diagram represent bound and scattering regions respectively as predicted by far-field analysis. (c)

Divergence of the amplitude of y oscillations is captured by plotting the maximum value of y/a as a

function of initial horizontal separation xo/a. The solid curve is the far-field prediction of amplitude:

A(xo) = xo/
√

(8a/πxo)2 − 1, with the red dotted line representing the critical xo = 8a/π. (d)

The observed wavelength λ/a increases more strongly as a function of amplitude A/a for the

perpendicular case (blue) as compared to the symmetric case (red).
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2.3.2 Beyond planetary orbits

A simple case of asymmetric initial conditions consists of releasing the disks at the same

height with their normal vectors perpendicular to each other, θ+ = π/2 [Figure 2.5 a-c].

Once again, periodic dynamics in the orientation is observed, with the added complexity of

y oscillating between positive and negative values, and an apparent transition to unbounded

orbits with increasing xo.

The effective Hamiltonian description above provides a useful framework for understand-

ing the dynamics resulting from a more general set of initial conditions (xo, yo, θ+, θ−o). A

reduction to effective two-dimensional dynamics can be achieved for asymmetric initial con-

ditions θ+
o 6= 0 as well, and periodic behaviour is preserved but more complex [Figs. 2.5 and

2.7]. The resulting non-Keplerian behaviour can be understood by extending equation 2.3

to incorporate the dependence of the angular velocity of the disks on the angle between the

separation vector R and the external force F. To leading order in a/R, the angular velocities

of disks are equal and opposite, θ̇1 = −θ̇2 = γF ×R/R3. With this additional ingredient,

we get the general equations of motion

ẋ = 2Fα sin θ− cos θ+, ẏ = −2Fα sin θ− sin θ+ (2.11)

˙θ− = 2Fγ x

R3 ,
˙θ+ = 0. (2.12)

Here α and γ are the same as before (2.3). From equation (2.11) we get the relation between

x and y

dx

dy
= −2α

β
cot θ+ = − cot θ+; x− xo = − cot θ+(y − yo). (2.13)

Here, xo and yo are the initial x and y respectively. The conservation of θ+ in (2.12) constrains

the dynamics of x and y to a line with slope − tan θ+, reducing the number of variables to

two, thus allowing phase plane analysis. Rewriting equations (2.11) and (2.12) in terms of

the arc length S = |~R − ~Ro| =
√

(x− xo)2 + (y − yo)2 = (x− xo) sec θ+ (see figure 2.6) and

θ− gives

dS

dt
= ∂

∂θ−
(−2Fα cos θ−); dθ−

dt
= − d

dS

2Fγ(yo − S sin θ+)
(yo cos θ+ + xo sin θ+)|~S + ~Ro|

. (2.14)
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Figure 2.6: Trajectory in x− y plane is used to define the canonical variable S for the construction

of an effective Hamiltonian.

Thus the dynamics of S and θ− is given by Ṡ = ∂θ−H, ˙θ− = −∂SH, with effective

Hamiltonian

H ≡ 4Fα sin2 θ
−

2 + 2F γ̄(S)
R(S) (2.15)

where γ̄(S) ≡ γ (yo − S sin θ+) / (yo cos θ+ + xo sin θ+) and R(S) = (S2 +Ro
2 +2Sxo cos θ+ +

2Syo sin θ+)1/2. Note that, in the limit θ+ → 0, Kepler orbits are realised for more general

initial separations with yo 6= 0.

The Hamiltonian (2.15) for θ+ = π/2 implies a dynamics with y oscillating between

positive and negative values given by y = ±xo cos θ−/
√

(8a/πxo)2 − cos2 θ−, constant x,

and, with increasing xo, a transition from periodic to unbound orbits at xc = 8a/π [see

Appendix 6.3]. These are in accord with observations [see Figure 2.5 and Supplementary

Video 1.2], though the experiments additionally show small oscillations in x possibly arising

from near-field effects and small imprecision in initial release angles.

2.3.3 Rocking dynamics

Rocking – a qualitatively distinct periodic behaviour analogous to libration in a pendulum,

in which θ− oscillates in a limited range – emerges for π/2 < θ+ < π [see Supplementary

Video 1.3]. Releasing the disks with θ1 = π/2 and decreasing −θ2 from π/2 (symmetric

28



Figure 2.7: Tumbling to rocking transition: (a) As initial θ−o decreases there is a crossover

from tumbling to rocking dynamics. Trajectory of the disk on the right (red) exchanges the relative

x position with the trajectory of the disk on the left (blue) except for the first trajectory where

−θ−o > π/2. (b) To capture the transition from rocking to tumbling, the maximum angle of the

disk on the right is plotted as a function of initial −θ−o . We observe a transition from rocking to

tumbling at initial −θ−o = π/2 (dotted red line), consistent with the far-field calculation. (c) The

trajectories are plotted in the x−θ− plane, red symbols represent rocking motion and blue symbols

represent tumbling. The corresponding red and blue solid curves represent the far-field prediction

of rocking and tumbling dynamics, respectively [see Appendix 6.3].

case) towards zero we experimentally capture the tumbling-rocking transition at θ−o = −π/2

[see Figure 2.7 (a) and (b)]. Unlike in tumbling, in rocking orbits the sign of x and hence,

from (2.12), of ˙θ−, alternates as the particles interchange their relative horizontal positions.

Except for the special cases of parallel and perpendicular release, rocking dynamics is best

viewed in the x, y and θ− space albeit with proportional x and y displacements. Figure

29



2.7(c) shows the trajectories projected on the x-θ− plane. The tumbling-rocking transition

can once again be understood in terms of the effective Hamiltonian (2.15). The extension to

the case of dissimilar disks is discussed in the last chapter of the thesis.

2.4 Scaling analysis and Kepler’s third law

For both symmetric and perpendicular initial conditions, the time period diverges at the

boundary between bound and scattering orbits. Assuming that the ratio of thickness to

radius of the disks is negligibly small, we have two length scales in the problem: the ra-

dius a of the disk and the separation R between the particles. One expects the period

T = (a2µ/F )f(R/a,Re ,Fr , θ+
o, θ
−
o), where the scaling function f depends on the initial

conditions, as well as on the Reynolds number Re = ρUa/µ ' 10−4 and Froude number Fr

= U/
√
ga ' 10−3 both of which are negligibly small. Here, we calculate the scaling functions

for the symmetric and perpendicular initial conditions, and arrive at the Kepler’s third law

and deviations from it in these two cases.

(i) Symmetric, θ+ → 0

For θ+ → 0 with arbitrary initial separation Ro =
√
xo2 + yo2 and initial angle θ−o, the

resulting trajectory becomes elliptical if separation R and angle difference θ− is mapped to

the radial coordinate and azimuthal angle respectively. The semi-major axis p and semi-

minor axis q of this ellipse [see Fig.2.4] are

p = RmaxRmin

(
1
Ro

− π cos θ−o
8a

)
; q = (RmaxRmin)1/2 (2.16)

respectively, withRmax = 8a/π
8a/πRo−cos θ−

o−1 as the maximum separation andRmin = 8a/π
8a/πRo−cos θ−

o+1

as the minimum separation for a given initial configuration (Ro, θ
−
o). The trajectories be-

come mirror symmetric when yo = 0, making R = x at all times. Using the conservation

of orbital angular momentum R2 ˙θ− = 2Fγ from (2.3), which is a consequence of the shape

apolarity of the disks, we find the time period T of the orbit by calculating the area of the

ellipse πpq,

T = 8π2µ

F
Rmax

3/2Rmin
3/2
(
π

8a + 1
xo
− 1
xc

)
. (2.17)
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Here xc = 8a/π(cos θ−o + 1) is the critical value of initial xo at which the amplitude Rmax

diverges. Time period can be written as T = a2µ
F
f (xo/a, θ−o) with the scaling function,

f
(
xo
a
, θ−o

)
=

83
(

8a
πxo
− cos θ−o

)
(

8a
πxo
− cos θ−o − 1

)3/2 ( 8a
πxo
− cos θ−o + 1

)3/2 . (2.18)

When xo approaches xc the time period diverges with amplitude as T ∼ A3/2. Since the

wavelength λ scales as λ ∼ TF/aµ it diverges the same way as T .

(ii) Perpendicular, θ+ → π/2

The solution of (2.14) in the limit θ+ → π/2 is

yo − y
R

= πxo
8a (cos θ− − cos θ−o) (2.19)

When the initial angle θ−o = π/2 and initial yo = 0, the trajectories take the form of an

ellipse: l/r = 1 + e cosφ, if we map the square of separation R2 to the radial coordinate r

and 2θ− − π to the azimuthal angle φ. Here the latus rectum 2l, eccentricity of the orbit e,

semi-major axis p and semi-minor axis q are

l = 2a2

2a2/xo2 − (π/8)2 ; e = (π/8)2

2a2/xo2 − (π/8)2 ;

p = Rmax
2

2
(
2(8a/πxo)2 − 1

)
; q = 8a

π
Rmax. (2.20)

here Rmax = xo/
√

(8a/πxo)2 − 1 is the maximum separation or amplitude of the oscillation.

From equation (2.14) we have R3 ˙θ− = 2Fγxo, which can be written in terms of r and φ as

1
2
√
r
r2dθ− = 2Fγxodt (2.21)

Integrating by parts, while noting that r2dφ/2 is the area p q φ/2 of an elliptical sector,

and using (2.19), gives

2FγxoT = π p q

xo
− π p q

32a

∫ 2π

0
dφ

√( 8a
πxo

)2
− 1

2 + cosφ
2

which has the form of a complete elliptic integral E[φ/2, (πxo/8a)2]. Inserting the value of

p and q from (2.20) gives the scaling form of the time period T = 32 a xo µ
F

f(xo/a), with the

31



scaling function

f(xo/a) =
2
(
xc

xo

)2
− 1[(

xc

xo

)2
− 1

]3/2

(
π −

(
xo
xc

)2
E
[
(xo/xc)2

])
(2.22)

The critical value of xo at which f(xo/a) diverges is xc = 8a/π. As xo → xc the time period

T diverges as

T = 256 a2 µ

F
[(

xc

xo

)2
− 1

]3/2 (2.23)

in terms of amplitude A, time period goes as T ∼ A3 as xo → xc. We thus find that the

wavelength λ ∼ TF/aµ diverges more strongly (∼ A3) for the perpendicular case than for

the symmetric case (∼ A3/2 Kepler’s 3rd Law), a trend consistent with our observations (see

Figure 2.4 d).

2.5 A peculiar Hamiltonian for multiple disks

The two-particle processes discussed above can be used as a building block to study the

coupling of positions and orientations in multiple disks settling in our geometry [see Fig.2.2],

within the far-field description [51, 26, 29]. Let (xm, ym) be the position of the mth particle.

At each location rm, define ~U(rm) ≡ ∑N
n6=m FGxy(rm− rn)x̂+FGyy(rm− rn)ŷ+Fαŷ, where

Gij is the Oseen tensor [6, 12] and m,n are particle labels. Pairwise addition of forces and

torques at position rm due to particles at other locations rn gives the coupled dynamics of

the mth disk:

ẋm = Fα sin 2θm + Ux, ẏm = Fα cos 2θm + Uy (2.24)

and
˙θm = −Fγ2

∂

∂xm

N∑
n6=m

1√
(xm − xn)2 + (ym − yn)2

. (2.25)

From (2.24) & (2.25) we can show that the dynamics in the (x, θ) space can be viewed as an

effective Hamiltonian dynamics riding on the y-averaged background flow, ẋm = ∂θmHX +

Ux(xm), θ̇m = −∂xmHX where the effective Hamiltonian takes the form

HX ≡
N∑
m=1

Fα sin2 θm −
N∑

n6=m
Fγ

∫
L(xm − xn)dxm (2.26)
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where the expressions for L and Ux can be obtained from the steady-state average of (2.24)

and (2.25) over the y coordinates. Ux contains the giant velocity fluctuations of [23] and

possible screening mechanisms à la ref. [26, 21, 27, 5] and the “potential energy” term con-

taining γ in (2.26) incorporates the tilt-induced lateral drift [29]. This formulation in terms

of y-averaged dynamics is useful for the purposes of this chapter. However, a more powerful

construction of the effective Hamiltonian sector of the dynamics for multiple spheroids will

be presented in chapter 4.

2.6 Conclusion

Our experiments have uncovered rich dynamics in the zero-Reynolds-number settling of a pair

of identical disks, with a well-defined boundary between bound and scattering orbits and

two distinct classes of periodic bound-state motion. Despite limited accuracy in locating

the bound-scattering boundary, and excluding extreme situations where a disk is in the

hydrodynamic shadow of another [see Supplementary Video 1.4], the far-field hydrodynamic

interaction offers a satisfactory and detailed understanding of the dynamics, even close to

particle contact. It should be clear that our analysis is applicable to any uniaxial shape

with fore-aft symmetry along the symmetry axis. Unexpectedly, the conservative dynamics

generated by an effective Hamiltonian governs this viscosity-dominated system, with the

tilt of the disks playing the role of momentum. For a large family of initial conditions the

problem maps precisely to that of Kepler orbits. We find and account for a distinct family of

orbits with no planetary-orbit analogue, where the angle executes oscillations over a limited

range. For the many-disk problem, a y-averaged treatment yields Hamiltonian dynamics for

(x, θ) as conjugate variables, riding on a background carrying the velocity fluctuations of

sedimenting spheres [26, 21, 27, 5].
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Chapter 3

Experiments on Sedimenting Disk

Arrays: Two Dynamical Regimes

This chapter is an elaboration of the experimental results presented in R. Chajwa et al.,

Phys. Rev. X 10, 041016 (2020). ( c©2020 American Physical Society) Open Access link

3.1 Introduction

The statistics of number fluctuations in sedimentation have been studied for collections

of apolar [39, 42, 47] and polar [29] anisotropic particles in a steady state with spatially

uniform mean concentration. Sedimenting lattices, on the other hand, break translation

invariance and thus retain a reference microstructure [65] about which they display rich

dynamics [51, 52, 20, 53, 54, 55] distinct from that of the uniform suspension. In addition,

the presence of a lattice clarifies the connection between particle-level interactions and long-

wavelength collective phenomena as seen in Crowley’s celebrated clumping instability [51, 52]

of a regular array of sedimenting Stokesian spheres with purely hydrodynamic interactions.

How particle anisotropy transfigures this inescapable instability [64, 5, 63, 42] of sphere

arrays is the central theme of this chapter.

Here, we pursue this question experimentally through the simple yet unexplored case of

a freely sedimenting linear array of orientable apolar particles. Such a particle in isolation,

aligned obliquely and settling under gravity, drifts laterally [see Figure 3.1 (c)] with a velocity
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Figure 3.1: Schematic of competing mechanisms: (a) FLC acts on the pair along the line

joining their centers leading to horizontal drift. (b) Clumping of the array of spheres results from

the line of centres force FLC , acting along with reduced drag force FD. (c) A spheroid drifts laterally

as it falls when it is oriented obliquely with respect to gravity (d) Lateral drift F θ competing with

the clumping induced by FLC and FD.

that depends, for a given orientation, on the particle geometry through a mobility function

[6] whose analytical form is known for spheroids [32, 34]. When a collection of such particles

settle in an array, the lateral drift Fθ of an individual particle with tilt angle θ can compete

with the line-of-centers force on a pair of particles FLC , potentially preventing the clumping

instability [see Figure 3.1 (d)]. We, therefore, ask: is a sedimenting lattice of oriented objects

stable?

We answer this question for a system of disks, that is, oblate spheroids with eccentricity

e→ 1, as they display the most pronounced lateral drift [32, 12, 34]. We note further that,
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despite their ubiquity in nature, the sedimentation of disk-like objects is much less studied

than that of their rod-like counterparts [42, 47].

3.1.1 Overview of the setup

Our experiments were conducted with disks of radius a=0.4 cm and thickness 1 mm, 3D

printed using resin of density 1.164 g cm−3, settling in Silicone oil of density 0.98 g/cc

Figure 3.2: (a) Schematic of the experimental setup. (b) & (c) Release mechanism. The measure-

ments of the release mechanism are given in millimeters
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and kinematic viscosity 5000 cSt, leading to a typical Reynolds number Re ∼ 10−4. The

particles are released in a one-dimensional array from the top of a quasi-two-dimensional

glass container of width (x-direction) = 225 a , height (z-direction) = 112.5 a , and depth

(y-direction) = 12.5 a. As shown in Figure 3.11 (a), the disks were initially placed with their

surface normals K perpendicular to gravity and parallel to the line joining the disk centers.

This was achieved by placing the disks in slots separated with a center-to-center spacing of

0.625a within a frame centered in the midplane of the quasi-two-dimensional container. The

clearance of each disk in its slot geometrically sets a precision of 0.0625a in the horizontal

position, a deviation of up to 1.8◦ in orientation from the vertical, and negligibly small

differences in initial vertical positions. The main source of errors in the orientations and

positions at the release comes from physical aspects of the problem, which is discussed later.

Both the frame and the disks are already submerged in the fluid to suppress air bubbles that

would otherwise affect the sedimentation. The disks are then ejected from the slots at the

same time with a comb whose teeth fit the slots in the array. The centers of the discs and

their surface normals lie in the central (x, z) plane of the experimental geometry for much

of their trajectory.

3D printing

The disks, release mechanism, and holders were designed in FreeCAD and 3D printed using

a FormLabs SLA printer with stereolithography. The support material and the printed parts

were both made with the same resin of density 1.164 g cm−3. The parts were printed with

contact points with the support, and cut carefully and washed in isopropyl alcohol for 15

minutes to remove the debris of the support. The parts were then exposed to UV light

for 30 minutes, hardening the resin. The remains of the contact points are then sanded

to give smooth surfaces. This cutting and sanding process is somewhat delicate for disks

and poking mechanism. We colored the disks using a black permanent marker which adds

negligible mass and is not dissolved or degraded significantly in silicone oil.
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3.2 Release mechanism

The experiment is conceptually simple, but technically challenging due to the difficulty

in accurately releasing multiple oriented objects in a highly viscous fluid. We believe we

have achieved considerably greater precision in this regard than other experiments in the

field. Even for homogeneous suspensions, the experimental study of linear stability has been

elusive due to the difficulty in creating an initial homogeneous steady state. Although the

slow viscous dynamics makes small temporal imprecision at the time of release unimportant,

it is accompanied by some experimental difficulties which we address here:

(a) Air bubbles – entrainment of air parcels along with the disks and the release mech-

anism forms a source of significant errors in the initial conditions [see Figure 3.3]. One

has to wait for hours for bubbles to escape the fluid completely, making the already slow

experiments even slower. The bubbles were observed to form a stationary configuration at

the contact between the disks and the frame, creating random initial perturbations, and

even completely forbidding the release of some disks from the frame. The bubbles were also

observed to adhere to the falling disks throughout the trajectory, leading to further errors in

the effective buoyancy of the disks. To minimize these errors we keep the release mechanism

completely submerged roughly 3 cm below the surface of the fluid throughout, except when

taking the particles out of the container. We retrieve the particles from the bottom of the

Figure 3.3: (a) Air bubbles interfering with the release. (b) Lubrication interaction between a trial

release mechanism and the disks creating a random vertical perturbation.
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container using a narrow basket crafted out of plastic mesh. Placing this basket back in the

container ends up creating air bubbles. Thus, after taking the particles out, we place the

frame back into the fluid and wait overnight for bubbles to escape. We keep the disks in a

jar containing the same oil, further reducing the entrainment of air bubbles. While creating

the initial configuration, by placing the disks in the frame one-by-one using forceps we move

the disk inside the fluid to get rid of any bubbles. The poking mechanism brings in air

bubbles but the spacing between the teeth and frame [see Figure 3.2 (b)] allows the bubbles

to cleanly escape the fluid over the release mechanism.

(b) Lubrication interaction – At the time of release, there are two small (� a) length

scales at play: the vertical distance between the surface of the frame and the disk h0, and

the horizontal clearance between the disks and the slot ε0. The hydrodynamic drag in the

lubrication approximation scales as h−1
0 and ln(ε−1

0 ), which diverge at small h0 and ε0, and

thus dominate the process of disk release [see Figure 3.3 (b)]. For an experimentally precise

initial configuration in which the disks are all aligned parallel to each other, we require the

disks to be aligned with the slots at the time of release, so we keep the clearance as small

as possible. At the same time, if we push the disks completely out of the slots to increase

h0, this alignment is disturbed, creating errors in the orientations. To minimize the effect

of lubrication errors, we create notches in every slot at the bottom of the frame [see Figure

3.2 (b)], so there is no contact1 between the slots and the disks at release. In addition, we

design the poking mechanism such that it carefully pushes the disks completely out of the

slots with a point contact. However, the minimization of lubrication forces is traded off with

small errors in the orientations. We will discuss later the consequences of this error. Note

here that the air bubbles and lubrication can work together to spoil the initial configuration

as seen in Figure 3.3 (a), and it is our endeavour to reduce this effect.

(c) Out of plane dynamics – We choose to confine the disk-array dynamics to two dimen-

sions in order to capture the physics of coupling between an orientational and translational

degree in the simplest possible setting. A particular advantage of this quasi-two-dimensional

geometry is that the close walls are a momentum sink, effectively truncating the hydrody-

namic interactions between disks at the level of nearest neighbours. The confinement of our
1A thin fluid layer prevents true contact between solid bodies in the Stokesian regime.
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Figure 3.4: (a) Schematic side view of the release, depicting the out-of-plane release. (b) Experi-

mental configuration resulting from out-of-plane initial condition.

experimental geometry in the y direction sets a interaction cutoff length scale of about 12a in

the (x, z) plane. The lattice spacings d that we experimentally explore are < 6a. Thus, pair

interactions for our lattice can still be treated locally by the three dimensional hydrodynamic

kernel, which we do in the next chapter. That said, the many-disk dynamics is inherently a

3D problem, but we can reduce it to effective 2D dynamics by making sure that the initial

positions and the orientation vector of all the disks lie in the mid-plane of the quasi-two-

dimensional geometry. Similar considerations arise in the context of pair-dynamics in the

previous chapter, but unlike the two-body configuration, it is nearly impossible to manually

fine-tune the initial configuration of multiple settling disks using needles. Pushing the disks

out of the slots can lead to out-of-plane configurations which quickly destabilizes the array

[see Figure 3.4]. We can prevent this by achieving nearly in-plane configurations, using a

poking mechanism with a fork for each slot. At the release, each fork sits perfectly in the

middle of its respective slot, leaving small clearances for air bubbles and to smoothen the

relative motion between the teeth and the slots. The teeth of this poking mechanism are

3D printed using SLA resin and are thus delicate, and therefore it needs to be taken out of

the slots gently. Breaking a few teeth can ruin the whole mechanism. We printed 8 separate
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Figure 3.5: Initial Perturbations: Top view of the release mechanism shown before release, with

the disks loaded in the slots. The centre-to-centre distance between adjacent slots is δ and the

lattice spacing of the reference lattice is d. Initial horizontal positional perturbation ux is shown

by fitting a sine function (blue curve) to the measured perturbations (red dots) for the wavelengths

λ = 4d, 6d, 8d and 12d.
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release mechanisms, each 10 cm long, due to the size constraint of the 3D printer’s platform.

The contact points of the printed parts were carefully cut, washed in isopropyl alcohol for

15 mins, UV-exposed for 30 mins, and sanded. The parts were then aligned and glued using

Araldite. To prevent bending of the 80 cm long release mechanism under gravity, we ma-

chined metal slabs (0.5 cm × 0.2 cm × 85 cm) that pass through slots designed in the frame

and the poking mechanism. The rigidity this imparts is crucial for the functioning of our

mechanism that relies on perfect horizontal alignment of the frame and teeth. In order to

prevent any sagging of the frame we additionally supported it with a hook in the middle.

The ends of the metal slabs sit perfectly in the holders for the release mechanism, ensuring

the mid-plane initial configuration. We take the disks out of the container using a basket

crafted to sit nicely at the bottom, with long metal rods for pulling it up.

3.3 Initial perturbations

The reference state about which we perturb is an array of disks with uniform spacing achieved

by choosing slots with separation d. On top of this initially uniform lattice, we impose hori-

zontal positional perturbations ux(t = 0) at a wavenumber q by displacing disks appropriately

to the right or left slot [see Figure 3.5].

The control parameters in experiments are the lattice spacing of the reference lattice and

wavelength of the initial horizontal positional perturbation around this reference state. This

was achieved using 3D-printed stacks of rectangular slots of width 0.125 cm and height 0.90

cm, into which disks of thickness 0.1 cm and diameter 0.8 cm are arranged in a periodic

pattern as shown in the figure. We fit a sine wave on the horizontal perturbation ux as a

function of horizontal positions. The initial perturbations were measured to be sinusoidal

with good accuracy, despite the discrete nature of the horizontal displacement. After ar-

ranging the disks across the total length of the release mechanism of 80 cm, the disks were

poked out gently while the whole mechanism was submerged roughly 3 cm below the sur-

face of the fluid, to avoid any bubbles. After the disks were released out of the slots, they

were measured to have a random orientation error sitting on the imposed perturbation [see

Fig(3.6)], as a result of the clearance of disks in the slots. This angular error corresponds to
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Figure 3.6: Error in initial orientation: (a) The error is quantified by 0.5×(maximum - mini-

mum) of the initial angles in any given run. This measure of the width in release angle is plotted

here as a function of lattice spacing for qd = π/2, π/3, π/4 and π/6. (b) a combined distribution

of, initial angles of several experimental runs for a fixed qd = π/2 and d = 3.75a.

an error in horizontal positional perturbation ux of ±0.03 cm. This error in release plays a

crucial role in disrupting the lattice at late times.

3.4 Measurements

Images were taken at 1/3 frame per second using a Nikon D750 D-SLR camera. The positions

and orientations of the disks were tracked by fitting ellipses to every disk for each image frame.

The time-dependent amplitude of the positional and orientation perturbation (ux, uz, θ) was

measured by fitting a sine wave to the measured particle displacements and orientations

relative to the reference lattice in the co-moving frame. This choice of measurement is

guided by previous theoretical work on drifting lattices, including Crowley’s theory, where

the displacement field offers a natural dynamical variable. Also, the focus of the present

work is to understand long-wavelength phenomena from local interparticle interactions, and

the dynamics of (ux, uz, θ) captures the “microscopic” processes and collective behavior at

the same time.
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Figure 3.7: (a) Measurement workflow. Each set of processing and analysis is repeated for each

frame. (b) Fitted ellipses in red inscribing disks colored black.

3.4.1 Image processing and analysis

The image frames were processed in ImageJ and analyzed in Matlab. The images were

converted to 8-bit grayscale. The final image in which all disks had settled was used as

a background image to perform background subtraction, and pixel distances were rescaled

using the radius of the disks. This was followed by thresholding, giving a binary image. Any

noise remaining after the subtraction was eliminated by the despeckle operation. Binary

erode and dilate operations were done to smooth the boundaries of the disks. We set the

measurements to fit ellipses inscribing the disks [see Figure 3.7 (b)]. The centroid and angle

of the ellipse give the center positions and orientations of the disks respectively, with a

precision of 0.02a and 0.50. The errors in fitting ellipses were measured in a manner similar

to that of the two-disk experiments [see Appendix 6.2]; they are measured by releasing an
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isolated settling disk in a vertical orientation, and analysing the residuals of a linear fit

on the y − t and θ − t data. The slope of the y − t data gives us the settling velocity

0.02782± 0.0001 cm/s, which is used to non-dimensionalize time while comparing to theory

in the next chapter.

We get an array of positions and angles of all the ellipses, frame-by-frame. The ImageJ

ellipse fitting does not tag the particles in adjacent frames, and the order of the particles

keep changing across frames in the output data file. We write a Matlab code to track each

ellipse across frames by using a distance minimization algorithm. To eliminate error due to

camera angle – the data is rotated by measuring the tilt of initial lattice configuration by

fitting a line in the (xi, zi) data, where i is the index for each ellipse [ Figure 3.8 (a)].

Figure 3.8: (a) Linear fitting on x − z coordinates of all the disks at t = 0, to get the tilt error

due to camera angle (blue), which is corrected by rotating the trajectories by this angle (red). (b)

Separated trajectories of the disks shown in different colors. (c). Fitting a sine wave on the initial

horizontal perturbation measured with respect to the reference lattice.
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The data with the tracks separated [see Figure 3.8 (b)] are used to analyse the evolution

of the perturbations (ux, uz, θ). First, we calculate the lattice spacing of the reference lattice

by measuring the largest node-to-node distance at t = 0 and dividing by (N − 1), where

N is the total number of particles. The reference lattice settles vertically with the mean

settling speed of the lattice and the orientation and positional perturbations are measured

for each disk with respect to this co-moving lattice. Similarly, orientations are measured as

a function of horizontal positions in each frame.

A sine wave of the form A sin(q0x+ φ) is fitted to the δθ, ux and uz perturbation with a

specified initial wavenumber q0, giving the amplitudes Aθ, Ax and Az respectively for each

image frame [see Fig(3.9)], with some root mean square error. When modes are linearly

stable, we mark a quarter of the time period when the Aθ(t) peaks, which roughly coincides

with when Ax(t) changes sign. The RMSE of fitting gives errors in measurement of the

frequency of the wave-like modes.

Figure 3.9: Frequency measurement: Amplitude of the fitted sine wave plotted for the angle

and the horizontal positional perturbations, along with the residual error of the fit shown as vertical

error-bars at each frame. At a quarter of the time period of the wave, the amplitude of the angle

peaks and the horizontal perturbation crosses the y = 0 axis.
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3.5 Two regimes of dynamics

As we vary lattice spacing, d, and perturbation wave-vector q, we experimentally observe two

distinct regimes of dynamics, as depicted in Figure 3.11(b) and 3.12. The outcome of any

given experiment is identified as being wave-like or clumping by considering the early stages

of the time-dependence of the density autocorrelation 〈ρ(t)δρ(t = 0)〉, which is normalized

such that it is 1 at t = 0 [see Fig 3.10]. It is measured by taking the inner product of the

particle number density ρ(t) = ∑N
m=1 δ(x−xm(t))/N at time t, with the initial concentration

fluctuation δρ(0, x) = −∂ux(t = 0)/∂x of the perturbed lattice. Here xm(t) is the position of

the centre of mass of the mth disk at time t, obtained by ellipse fitting. δρ(0, x) is obtained by

fitting a sine to the initial horizontal displacement perturbation ux(t = 0) [see Fig.3.8(c)] and

shifting in phase by π/2. This approach of quantifying “screening” [29] is meaningful even

in the non-linear regime. Alternatively, measuring the evolution of horizontal perturbations

gives qualitatively the same answer, although with large errors in fitting sine waves at long

times.

Figure 3.10: Density auto-correlation showing an escape from the Crowley instability for some

initial conditions (blue). The time scale T ∗ ≡ µd2/F , where F = 32µaUz0/3 [6], and Uz0 = 0.02782

cm/s, is the experimentally measured velocity of an isolated settling disk in a vertical orientation.
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3.5.1 Waves of orientation coupled with number density fluctua-

tions

For the initial condition in Figure 3.11 (b), we see that the disks at the density nodes hardly

rotate, while the orientation and position of disks at the antinodes vary sinusoidally with

time [see figure 3.11].

Qualitatively, these wave dynamics may be explained by a composition of drag reduction,

horizontal glide, and mutual rotation as discussed in Figure 3.1(d). Disks in regions of

high number density fall faster than those in less dense regions due to reduced drag. The

translational degree of freedom couples with rotations such that the disks in the dense region

spread out due to orientational glide, stabilizing the lattice. This mechanism is characterized

by a change in sign of the rotation of disks at the antinodal points, which leads to waves [see

Supplementary Video 2.2]. These waves are eventually disrupted [see Supplementary video

2.3] due to amplification by the nonmodal growth mechanism of the experimental imprecision

in the initial orientation [see Figure 3.6], which will be shown in the next chapter.

3.5.2 Clumping instability decorated with orientations

A different type of dynamics is observed for the initial conditions in Figure 3.12 where the

perturbation quickly sharpens at the displacement nodes or the high-density regions. Just

as in the Crowley instability of spheres, the dense regions fall faster due to reduced drag,

and the vertical perturbation uz increases. The orientation acts to spread out and rarefy the

dense regions, but this effect is suppressed by the line of centers force leading to a clumping

instability. The rotation of disks at the antinodes does not change sign, in contrast with the

wave-like regime. In Figure 3.12 the horizontal perturbations grow to make the dense region

more dense [see Supplementary video 2.4 & 2.5].

3.6 Conclusion

The many-body physics of collective sedimentation holds many challenges and provokes many

debates [5, 28], which we must consider anew if we are to understand the role of internal
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Figure 3.11: Linearly stable mode: Overlapped time frames shown for time, t = 0, 130, 258, 386,

516 seconds. The unperturbed lattice of initial conditions is shown in gray dashed lines. Horizontal

positional perturbation, ux is sinusoidal with wavelength λ = 4d and lattice spacing of unperturbed

state d = 3.75a leads to undulations in orientation and vertical positions. The trajectories of disks

at nodal and antinodal points are given by red and blue dashed lines respectively. The rotations of

disk orientations in clockwise and anti-clockwise directions is given by blue and red circular arrows

respectively. The sense of rotation changes along antinodal trajectories [see Supplementary video

2.2].
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Figure 3.12: Clumping instability: Overlapped time frames shown for time, t= 0, 120, 255

seconds. For lattice spacing d = 2.5a and initial perturbation wavenumber qd = π/4, the array

exhibits instability, as line of centers force FLC dominates over orientational drift F θ. This leads

to coarsening of the lattice followed by clumping in non-linear regime. The trajectories of disks

at nodal points are given by red dashed lines. Clockwise and counterclockwise rotation of disks,

depicted as blue and red circular arrows respectively, do not change colour along the trajectory of

the disks, in contrast with the wave shown in Fig (3.11b) [see Supplementary videos 2.4 & 2.5].

degrees of freedom arising from particle shape. We study the role of particle orientation in

the minimal setting of a one-dimensional lattice of Stokesian settling disks, and show the

existence of two regimes of dynamical behavior, as a function of lattice spacing and per-

turbation wavenumber. One of these is an extension of Crowley’s clumping instability [51]

to non-spherical particles. The second is a hitherto unknown state of orientation and dis-

placement waves, where the drift and mutual interaction of the disks overcome the clumping

instability. We thus identify an unexpected mechanism to resist instabilities that were iden-
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tified for spheres fifty years ago [51], were elaborated into parallel ideas about spheroids in

a landmark paper thirty years ago [39], and opened new directions in nonequilibrium statis-

tical mechanics twenty years ago [53]. This competition between orientation and clumping

in spheroids is related to an effect predicted for polar (self-aligning) particles [29] but our

mechanism is crucially distinct from theirs due to different particle symmetries. In partic-

ular, orientation is not a slow variable for polar particles and thus does not enter in the

“hydrodynamic” equations. In contrast, our disks rotate dynamically, thanks to apolarity

and local inter-particle interactions in the form of a coupling (4.12) which arises from the

antisymmetric part of the local fluid velocity gradient. The importance of these ingredi-

ents in our collective dynamics suggests a possible new consideration to be included in the

statistical theory of Koch and Shaqfeh [39].

We will return to the experimental results in the next chapter, after we lay out the

theoretical framework to rationalise our experimental findings.
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Chapter 4

Theory of Sedimenting Spheroid

Lattices: Waves & Algebraic Growth

This chapter is an elaboration of the theoretical results presented in R. Chajwa et al., Phys.

Rev. X 10, 041016 (2020). ( c©2020 American Physical Society) Open Access link

4.1 Introduction

In the previous chapter we experimentally demonstrated two dynamical regimes in settling

disk arrays, and rationalised them heuristically. In this chapter we go beyond the quali-

tative explanation to offer a theoretical understanding at two levels. First, we place our

experimental observations in the context of general continuum equations of motion for dis-

placements and orientations of a sedimenting array of orientable particles, based only on

symmetries and conservation laws. Second, to determine the phenomenological coefficients

in these symmetry-based equations for Stokesian sedimentation, we construct the dynami-

cal equations of the lattice using pairwise addition of forces and torques resulting from the

hydrodynamic interactions.

Explicit construction of the dynamical equations of motion for Stokesian sedimenting

spheroids, at the level of pair hydrodynamic interactions, determines the values of coeffi-

cients in our coarse-grained theory, and accounts for the experimentally observed instability

boundary in the q-d plane. In the neutrally stable regime we find an emergent elasticity
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which formally resembles that of a mass-and-spring chain, with the orientations of the disks

playing the role of a momentum density field which is conserved when summed over the

entire lattice.

It will be shown below that the mode structure of the linearised nearest-neighbour the-

ory, in the limit of thin disks, compares remarkably well with the experimentally measured

frequency ω of the waves, wherein ω → 0 as wavenumber q → 0. This “hydrodynamic”

character of the modes is a dual consequence of translation invariance along x as a result

of which only the relative x positions of the disks matter, and the apolar character of the

disks, as a result of which there is no restoring torque if all disks are rotated through the

same angle, and so the sum of all the angles acts like a conserved total momentum.

We observe transient algebraic growth of perturbations in the linearly stable regime in

our experiments, and in the numerical solution of the far-field equations. We term this

growth “nonmodal” since it occurs even when all modes of the dynamical matrix are neutral

or decaying [73, 75, 79, 81]. The underlying reason is that the dynamical matrix A is non-

normal, i.e., AA† 6= A†A (where the dagger represents the adjoint). Once the perturbation

amplitude due to this nonmodal growth is large enough, nonlinearities can be triggered,

disrupting the lattice through an unconventional route to instability at late times. Our

calculations further predict the form of the initial perturbation that leads to maximum

transient growth at each point in the neutrally stable regime in the q-d plane.

4.2 Broken-symmetry hydrodynamics

We construct the “hydrodynamic” [85] equations of motion of a drifting lattice of orientable

objects, in the limit of no inertia, by writing the most general form of the mobility tensor

(defined by velocity = mobility × force) allowed by the symmetries of the system, to leading

order in a gradient expansion, extending theories [53, 54] of the statistical dynamics of

sedimenting crystals of pointlike objects. We find that the dynamical response of a lattice

of orientable particles when perturbed about a suitable reference state contains terms that

can compete with the clumping instability of isotropic particles [53, 51]. We discuss the

structure of the resulting wavelike modes.
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The configurations of a periodic lattice of uniaxial objects are characterized, in a coarse-

grained Eulerian description, by the displacement field u relative to the reference lattice

and the orientation field K defined by the mean local alignment of the particle axes. For

our geometry [see Figure 4.1] K = (cos θ, 0, sin θ), with θ equivalent to θ + π because the

particles are fore-aft symmetric. The equations of motion for u and K, in the presence of a

gravitational driving force F, must obey the following symmetries:

• Stokesian time-reversal symmetry under t→ −t and F→ −F [6]

• Translational invariance

• Rotational invariance in the subspace perpendicular to gravity

• Symmetry under inversion of orientations, K→ −K

The mobility cannot depend directly on u due to translational invariance, but dependence

on ∇u, K and ∇K is allowed:

∂u
∂t

= M(∇u,K,∇K) · F, (4.1)

∂K
∂t

= P ·N(∇u,K,∇K) · F, (4.2)

where M and N are the translational and rotational mobilities respectively, and P ≡ I−KK

is the projector transverse to the unit vector K.

The gradient expansion of the translational mobility M(∇u,K,∇K) and rotational mo-

bility N(∇u,K,∇K), to leading orders in gradients gives

M = M0 + M1∇u + m2 KK + O(∇∇u) + O(∇∇K) (4.3)

P ·N = n1 ε ·K · (ε · ∇∇ · u) + n2 P ·K∇∇ · u

+ n3 P · ∇K +O(∇u∇u) + O(∇∇K) (4.4)

In the first term of (4.4), ε is the Levi-Civita tensor. Retaining only those terms that

are allowed by the symmetries leads to the “hydrodynamic” equations for the displacement
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field u and orientation field K in one dimension x by dropping z derivatives (4.5) - (4.7).

This leads at lowest order in gradients, in a comoving frame, to

∂ux
∂t

= λ1
∂uz
∂x

+ αKxKz, (4.5)

∂uz
∂t

= λ2
∂ux
∂x

+ βK2
z , (4.6)

∂Kz

∂t
= γKx

∂2ux
∂x2 . (4.7)

Here, λi, α and γ depend on F and the parameters governing the mobilities in (4.1) and

(4.2). Note: equations (4.5) - (4.7) contain only hydrodynamic couplings proportional to

the gravitational driving force, and our gradient expansion incorporates only local interpar-

ticle interactions. We have not included interactions arising from interparticle potentials or

entropy. These enter at next order in gradients, and break Stokesian time-reversibility [7].

Substituting K = (cos θ, 0, sin θ) in (4.5)-(4.7) and linearizing about θ = 0, the state

where the particle axes are along x (Fig. 3.11a) leads, for disturbances with frequency ω

and wavenumber q, to the dispersion relations

ω0 = 0, ω± = ±qx
√
λ1λ2 + αγ (4.8)

with elasticity contributing to (4.7) and (4.8) at order q2. For α→ 0 the linearized equations

for the translational degrees of freedom (ux, uz) are independent of K and reduce to those

of the Lahiri-Ramaswamy model [53], with wavelike modes or an instability depending on

the sign of λ1λ2 [53, 54, 55]. u affects K through the one-way coupling governed by γ.

For α 6= 0, translation and rotation are coupled, and the presence of αγ in the dispersion

relation opens up the possibility of linearly stable wavelike dynamics even for λ1λ2 < 0. The

linearized dynamics about the state where K is vertical corresponds to changing the sign of

α in (4.8). For a system of sedimenting particles this means that the array is stable either

with horizontal orientations or vertical orientations, but not both. Similar considerations

arise in principle for the stability and dynamics [55] of driven flux lattices in thin slabs of

type-II superconductors if the cross-sections of the flux lines are non-circular.
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4.3 “Microscopic” ingredients : pair hydrodynamic in-

teractions

We now go beyond symmetry considerations, and explicitly construct the equations of mo-

tion for a settling lattice based on single-particle motion and addition of pairwise forces and

torques at each particle position. We develop the theory for an array of spheroids, of eccen-

tricity e =
√

1− b2/a2, where a and b are the semi-major and semi-minor axes respectively.

In the limit of e → 1, an oblate spheroid approaches a disk shape, as in our experiments.

We consider hydrodynamic interactions to leading order in a/r, where r is the separation

between two particles. The ingredients of array dynamics are: (i) Lateral drift of a sin-

gle particle – An isolated settling spheroid cannot rotate, thanks to Stokesian time-reversal

symmetry, but drifts horizontally with velocity

U0
x = Fα(e)

12πµa sin 2θ (4.9)

[6, 32] where F is its buoyant weight, µ is the dynamic viscosity of the fluid and the mobility

α is a function of eccentricity. Figure 4.1 shows a schematic of a portion of our array, in

which the orientation vector Kn of the nth particle is defined as a unit vector along the minor

(major) axis for an oblate (prolate) spheroid. The angle θn is measured from the vertical

as shown. (ii) Mutual drag reduction – Two particles at finite separation fall faster than an

isolated one, due to the addition of the flow fields generated by each Stokes monopole [6, 51].

In the far-field approximation, the increased vertical velocity to leading order in a/r is

Uz = − F

6πµa
3a
4r

[
1 + (z1 − z2)2

r2

]
. (4.10)

(iii) Horizontal drift – The flow generated by the neighbouring particle gives rise to a force

along the line joining the centers of the two particles [6, 51], which leads to a horizontal

component of velocity

Ux = − F

6πµa
3a
4r3 (x1 − x2)(z1 − z2) (4.11)

to leading order in a/r.

(iv) Mutual rotational coupling – The presence of a neighbouring particle generates a
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velocity field of non-zero vorticity, which to leading order in a/r gives a rotation

θ̇ = F
x1 − x2

8πµr3 . (4.12)

We proceed by combining ingredients (i) to (iv) to build the dynamics of the array of

spheroids.

4.4 A hidden Hamiltonian sector: monoatomic chain

of masses-and-springs

We consider an infinite one-dimensional reference lattice along the x-axis of uniformly spaced

lattice points with spacing d and falling in the −z direction. As shown in Figure 4.1,

we consider identical spheroids with orientation θn, and centroids at a small displacement

(unx, unz ) measured from each lattice point, where the superscript n stands for the nth particle.

In the mean settling frame, pairwise addition of forces and torques on the nth particle due

to hydrodynamic interactions with the (n + l)th and (n − l)th particles, for l = 1, 2, 3...∞,

gives the equation of motion of the nth particle as
dux

n

dt
= −3a2

4d2

∞∑
l=1

uz
n+l − uzn−l

l2
+ α(e)

2 sin 2θn, (4.13)

duz
n

dt
= +3a2

4d2

∞∑
l=1

ux
n+l − uxn−l

l2
+ α(e) sin2 θn, (4.14)

dθn

dt
= 3a3

2d3

∞∑
l=1

ux
n+l + ux

n−l − 2uxn
l3

. (4.15)

We have non-dimensionalised the lengths and times using the semi-major axis a and the

timescale 6πµa2/F respectively, so that velocities are scaled by F/6πµa, the Stokes settling

speed in the spherical limit. To understand the dynamics, it is instructive to first artificially

set unz = 0 for all n in (4.13) and (4.15). Doing this reveals that a sector of the dynamics

can be written in terms of the canonically conjugate variables (unx, θn) as

u̇nx = ∂H

∂θn
, θ̇n = − ∂H

∂unx
(4.16)

with an effective Hamiltonian

H = α(e)
4

∑
m

(1− cos 2θm) + 3a3

4d3

∑
l,m

(umx − um+l
x )2

l3
. (4.17)
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The reduced dynamics under (4.16) and (4.17) conserves both H and the total “momentum”∑
n θ

n. This Hamiltonian sector of the dynamics of our system extends the treatment of [61]

to an array of disks. Effective Hamiltonians for Stokesian systems have also been presented

for a swimmer in channel flow [67, 68], the pair dynamics of bottom-heavy swimmers [69] –

formally similar to [61], and, farther afield, driven rotor suspensions [71, 131].

In the quasi two-dimensional geometry of our experiments, bounded by closely spaced

walls, truncating the interparticle hydrodynamic interaction at nearest neighbours so that

particle n interacts only with particles n ± 1, as in the treatment in [51], should be a good

approximation. The Hamiltonian dynamics (4.16), (4.17) of the settling array for uz = 0,

for small θn, becomes formally identical to that of the displacement and momentum-density

fields respectively of a momentum-conserving monatomic mass-and-spring lattice. For fixed

F the equations of motion are invariant under t → −t, unx → unx, θn → −θn, unz → −unz .

A term in (4.15) of the form θn+1 + θn−1 − 2θn, which within our analogy amounts to a

momentum-conserving viscous damping, can arise if inter-disk entropic or energetic aligning

interactions, which break Stokesian time-reversal invariance, are taken into account. We do

not pursue this issue further here except to note that within a linear stability analysis such

a term would turn a neutral regime into a stable one.

Figure 4.1: Discrete dynamical picture: A schematic of the array of disks showing spatial

perturbations (unx ,unz ) and orientation perturbation θn of the nth disk which interacts hydrody-

namically with the neighbours n − i, i = 1, 2, .. . For prolate spheroids the orientation vector Kn

is rotated by π/2 from the one shown.
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4.5 Wavelike modes and clumping instability

Perturbing the angle about zero, θ = 0 + δθ, linearising the equations and Fourier trans-

forming with respect to n gives the equation Ẋq = A(q)Xq, where Xq = (uxq , uzq , δθq) is the

spatial fourier transform of the perturbations with wavenumber q along x, with dynamical

matrix

A(q) =


0 −(3ia2/2d2) sin q α(e)

+(3ia2/2d2) sin q 0 0

−(6a3/d3) sin2 q/2 0 0

 (4.18)

which is singular because in the linear approximation the dynamics of both uzq and δθq

depend only on uxq . In section 4.6 we will use the mass-and-spring analogy to define a

natural inner product with respect to which we will show that A(q) is nonnormal, with

physical consequences that we will discuss in detail. Our treatment will be in the nearest-

neighbour approximation but the feature of non-normality can be seen to hold without this

truncation. For now, we substitute the translational mobility function [12, 34, 32] for oblate

spheroids: α(e) =
[
(9− 6e2) tan−1

(
e/
√

1− e2
)
− 9e
√

1− e2
]
/8e3, and for prolate spheroids:

α(e) = {(9− 3e2) ln [(e+ 1)/(1− e)]− 18e}/16e3, which gives the mode structure with two

branches around ω = 0 for each,

Oblate Spheroids:

iω±(q) = ± |sin q2 |

√√√√ 3a3

4d3e3 (6e2 − 9) tan−1
(

e√
1− e2

)
+ 27a3

4 d3e2

√
1− e2 + 9a4

2d4 (1 + cos q),

(4.19)

Prolate Spheroids:

iω±(q, e) = ±|sin q2 |
√

3a3

8d3e3 (3e2 − 9) ln
(1 + e

1− e

)
+ 27a3

4 d3e2 + 9a4

2d4 (1 + cos q). (4.20)

In the limit of e → 0, the dispersion relations for both oblate (4.19) and prolate (4.20)

spheroids converges to iω± = ±(3a2/2d2)| sin(q)|, which is just the Crowley instability for
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Figure 4.2: Phase diagram: The phase diagram with the stable regime shown in blue and unstable

regime in red. The experimental data points (circles) are coloured blue or red by measuring whether

the density autocorrelation grows or decays, which is shown in the inset on the top right, for

some representative stable (blue) and unstable (red) points in the q − d plane, where time scale

T ∗ = µd2/F . The phase boundary predicted by the linear theory with nearest-neighbour interaction

is shown for oblate spheroids with eccentricity approximating the experimental thickness, e = 0.9922

(solid line) and spheroid of zero thickness e = 1 (dashed line).

spheres [51]. For e 6= 0, defining the nondimensional quantity d̃ ≡ 2dα(e)/3a, gives a

universal condition for stability:

d̃ ≥ cos2 q

2 , (4.21)

so that d̃ = cos2 q/2 defines the stability boundary in the d̃-q plane, separating the regime of

kinematic waves (blue) from the clumping instability (red) as shown in the phase diagram of

Figure 4.2. In general, for a uniaxial apolar shape, α is a constant parameter [6] which can

be determined by experimentally measuring the lateral drift of an isolated settling object.

From (4.18) it follows that our expression for the stability boundary (4.21) applies to all
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axisymmetric apolar shapes, when d is rescaled by 2α/3a.

This prediction agrees well with our experimental data shown by the red and blue cir-

cles, where we have initialised the lattice at those points in the d-q plane. The density

auto-correlation is shown in the inset to Figure 4.2, where some curves increase in ampli-

tude, and others decay, as discussed in the previous chapter. At later times, even in the

wave-like regime, the perturbation becomes very non-sinusoidal, as nonlinear effects become

prominent.

More specifically, the limit of disks with zero thickness (e → 1 for oblate spheroids),

produces the mode structure shown in Figure 4.3(a) :

iω±(q) = ±3a2

2d2 |sin
q

2 |

√√√√(−dπ2a + 4 cos2 q

2

)
, (4.22)

which produces neutrally stable modes when the lattice spacing d > 8a cos2(q/2)/π and

clumping instability otherwise. This prediction is compared with experimental data for the

frequency in Figure 4.3(b) for various q and d. We show solutions corresponding both to

zero thickness, as well as for the ellipsoid with 2a and 2b corresponding to the diameter

and thickness of our disks. In the long wavelength limit q → 0, (4.22) reduces to the

dispersion relation (4.8) predicted using symmetry arguments in the previous section. The

phenomenological coefficients in the equations (4.5)-(4.7) are thus determined for disks to

be: λ1λ2 = −9a4/4d4 and αγ = 9πa3/32d3.

The limit for needles of zero thickness (prolate spheroids with e→ 1) is not well defined,

but the dispersion relation for rods of small thickness 2b and length 2a, to leading order in

1− e is:

iω±(q) = ±3a2

2d2 |sin
q

2 |

√√√√(3d
a
− 2d

a
ln
(2a
b

)
+ 2 cos2 q

2

)
. (4.23)

Note that the gapless feature (ω → 0 as q → 0) of the modes (4.19) - (4.20) is tied to

the conservation of total “momentum” ∑n θ
n and the breaking of continuous translational

symmetry by the lattice. Although the lattice was not formed by a phase transition to an

ordered state, our imposition of an array structure on a translation-invariant background

means that only the relative positions of disks matter, so the displacement field behaves like

a true broken-symmetry mode [85].
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Figure 4.3: Spectrum: (a) The branches of the spectrum. The absolute value of the complex

frequency scaled by κ = 6πa2/d2 is shown as a function of the nondimensional wavenumber q and

spacing d. The blue surface is for purely real frequencies (the neutrally stable modes) and the red

surface is for purely imaginary frequencies (clumping instability). The boundary between the stable

and unstable regimes is shown by the magenta curve dc. (b) Measured non-dimensional frequency

ω ∗ κ−1 (symbols) for various wavenumbers q plotted against the lattice spacing d/a. The curves

are predicted by our nearest-neighbour theory for oblate spheroids, solid lines for the experimental

eccentricity e = 0.9922 and dashed lines for the limit of zero thickness e = 1.
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4.5.1 Far-field simulations with periodic boundaries

To understand the non-linear dynamics of disks in (x, z) plane, we numerically analyse the

equations of motion for spheroids in the limiting case of disks e → 1, to leading order in

O(a/r), by pairwise addition of hydrodynamic interactions using the method of reflections

[34]. When lengths are non-dimensionalized by a and time by 6πµa2/F , such that velocities

are scaled by the settling speed of an isolated sphere, the far-field equations for the positions

(xn, zn) and orientations θn of the nth spheroid become:

dxn
dt

= 3π
32 sin 2θn −

N∑
m6=n

3(xn − xm)(zn − zm)
4 r3

mn

(4.24)

dzn
dt

= 3π
16 (sin2 θn − 3)−

N∑
m 6=n

3
4

[
1
rmn

+ (zn − zm)2

r3
mn

]
(4.25)

dθn
dt

=
N∑

m 6=n

3(xn − xm)
4 r3

mn

−
N∑

m 6=n

9 (zn − zm)
4 r5

mn

[(xn − xm) cos θn + (zn − zm) sin θn] ×

[(zn − zm) cos θn − (xn − xm) sin θn] (4.26)

We numerically solve the above equations using the fourth order Runge-Kutta method. In

the nearest-neighbour approximation, the number of interacting neighbours N truncates the

spatial summation over m, making implementation of periodic boundaries straightforward.

Equations (4.24)-(4.26) are for initial conditions in which the orientation vector of all the

disks lie in the (x, z) plane and hence the resulting trajectories are confined to the same plane

y = 0. Although we use (4.24)-(4.26) to investigate lattice configurations, these equations

can be used to study the in-plane dynamics of any reference structure. Note that, when

the interparticle separation rmn between a pair approaches 0, the far-field numerics fails to

capture the dynamics. This can be seen to happen in the pair configurations of the form

“⊥” [see Supplementary video 2.7].
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4.6 Non-normality and the transient algebraic growth

of wavelike modes

We show below that the dynamical matrix A(q) of (4.18) is non-normal with respect to a

natural inner product. This feature can [75, 81] – and in the present case does – lead to

short-time behaviour quite different from what one might expect näıvely from the exponential

evolution of the eigenmodes. In particular, even when all the eigenvalues show negative or

zero growth rate, disturbances can grow algebraically even in the linear regime for some time

[79]. The amount of growth depends both on the operator and on the configuration of the

initial perturbation. For small growth, the system will relax at large times to the behaviour

expected from the least stable eigenmode. When the transient growth is significant and if

the initial perturbation amplitude is large enough, however, the system is ultimately pushed

into the nonlinear regime. In hydrodynamic stability problems, especially in shear flows

[86], transition to turbulence through the algebraic growth route is quite common. However,

experimental quantification of algebraic growth is extremely difficult. The present work

offers a rare quantitative comparison of transient growth in theory and experiment.

For disks, the eigenfunctions of the dynamical matrix (4.18) can be used to construct the

solution for experimental initial conditions. The eigenvectors corresponding to the eigenval-

ues (0, iω−, iω+) defined in (4.22), are respectively given by the columns of the matrix
0 iωπ csc2

(
q
2

)
−iωπ csc2

(
q
2

)
−idπ8a csc(q) −1

2i cot
(
q
2

)
−1

2i cot
(
q
2

)
1 1 1

 . (4.27)

4.6.1 Wave solution for spheroids

The eigenfunctions corresponding to the eigenvalues (λ1, λ2, λ3) = (0,−iω, iω), where ω ≡ ω+

is form (4.19)- (4.20), are given by v1, v2 and v3 respectively

v1 =


0

−i2dπα(e)
3a csc(q)

1

 ,v2 =


iωπ csc2

(
q
2

)
−1

2i cot
(
q
2

)
1


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v3 =


−iωπ csc2

(
q
2

)
−1

2i cot
(
q
2

)
1

 (4.28)

giving the solution as a real part

X(t) =
3∑
i=1

ai
2 (vie

iqneλit + v∗i e−iqneλ
∗
i t) (4.29)

here Xn = (unx, unz , δθnq )ᵀ . For A ≡ (a1, a2, a3), (4.29) becomes Xn(t) = B · A, where in the

stable regime

B =


0 −ωπ csc2

(
q
2

)
sin(qn− ωt) ωπ csc2

(
q
2

)
sin(qn+ ωt)

2dπα(e)
3a csc(q) sin(qn) 1

2 cot
(
q
2

)
sin(qn− ωt) 1

2 cot
(
q
2

)
sin(qn+ ωt)

cos(qn) cos(qn− ωt) cos(qn+ ωt)


(4.30)

The coefficients A can be determined from the initial condition, A = B−1 ·Xn|t=0. Our ex-

perimental initial condition is Xn(t = 0) = (ε sin(qn), 0, 0)ᵀ, making A = ε sin2(q/2)
2ωπ (0,−1, 1)ᵀ,

which gives the wave solution in stable regime

unx(t) = ε sin(qn) cos(ωt) (4.31)

unz (t) = ε sin(q)
4ωπ cos(qn) sin(ωt) (4.32)

δθn(t) = −ε sin2(q/2)
ωπ

sin(qn) sin(ωt) (4.33)

Note that the dependence on eccentricity of the spheroids enters through ω from (4.19)

& (4.20). In the unstable regime the eigenvalues (0,−λ,+λ) are real, giving hyperbolic

functions in the time dependence of the solution

unx(t) = ε sin(qn) cosh(λt) (4.34)

unz (t) = ε sin(q)
4λπ cos(qn) sinh(λt) (4.35)

δθn(t) = −ε sin2(q/2)
λπ

sin(qn) sinh(λt) (4.36)

The time-dependence predicted here is in good agreement with the experimental data shown

in Figure 4.4 (a) for q = π/2 and d/a = 3.75. This result is also compared to the numerical
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Figure 4.4: Wavelike mode: The experimental amplitude for the angle (red patch), horizontal

perturbation (blue patch) and vertical perturbation (yellow patch) compared against theory (solid

lines) and far-field simulation of oblate spheroids in limit of zero thickness (dashed lines), for the

stable case of q = π/2 and d/a = 3.75, with spatial perturbations and time non-dimensionalized

by d and T ∗ = µd2/F respectively. The extent of the shaded region shows the corresponding error

in measurement of amplitude.

integration of the far field equations with periodic boundary conditions, remaining in the

limit of small a/d but retaining nonlinearities to one further order in u/r than in equations

(4.9) - (4.12) [see Supplementary video 2.6].

Wave-like excitations due to Stokesian hydrodynamic interactions also appear in a drift-

ing 1D array of droplets squeezed into a quasi-2D microfluidic channel [66], however, the

mode structure is qualitatively distinct from that of the sedimenting disk array due to the

absence of internal degrees of freedom, and thus a momentum-like coordinate is missing

there. In particular, the wave frequency for droplet arrays goes as sin q instead of | sin q/2|,

and therefore the wave-like excitations of sedimenting disk arrays are more analogous to

vibrational modes of a mono-atomic chain. In the next section we make this analogy more

precise.

66



4.6.2 Algebraic growth of vibrational “energy”

The appropriate definition of an inner product is not far to seek. We see from (4.17), that

the dynamics in the absence of uzq , linearized in θn and truncated at nearest neighbours,

is precisely that of a chain of particles with mass 1/α(e) connected by Hookean springs

with stiffness 3a3/2d3. It is convenient to work with rescaled variables X̃q ≡ [Uq,Wq,Θq]T =

[
√

3a3/d3 sin(q/2)uxq ,
√

3a3/d3 sin(q/2)uzq ,
√
α(e)/2 θq]T , in terms of which the dynamics reads

dX̃q/dt =
√

6α(e)a3/d3 sin(q/2)Ã(q)X̃q, with

Ã(q) =


0 −iλ 1

iλ 0 0

−1 0 0

 =


0 −iλ 0

iλ 0 0

0 0 0

+


0 0 1

0 0 0

−1 0 0

 , (4.37)

Figure 4.5: Non-modal growth: The nonmodal growth plotted for the stable case q = π/2

and d/a = 3.75 (blue) and energy of the analogous mass-and-spring lattice (grey) in experiments,

compared with the simulation for the initial condition that gives maximum gain (red) in t = 14T ∗,

where G0 is the initial amplitude. (c) The log of ratio G/G0, of maximum amplitude G of the

nonmodal perturbation to the initial amplitude G0 depicted for the neutrally stable regime in the

q − d/a plane.
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with λ =
√

3a/2dα(e) cos q/2. For perturbations with Wq = 0, the dynamics implied by

(4.37) conserves |Uq|2 + |Θq|2, which is simply the energy for the Hamiltonian part of the

dynamics via (4.16) and (4.17). The Euclidean norm |Uq|2 + |Wq|2 + |Θq|2 is then a phys-

ically reasonable measure of size for vectors with a nonzero W component as well, and the

Hermitian conjugate of an operator then takes the familiar form of the complex conjugate of

its matrix transpose. From (4.37), Ã(q) can be seen to be the sum of a Hermitian operator

for the unstable Crowley [51] dynamics of Uq and Wq and a skew-Hermitian (in fact real-

antisymmetric) operator for the coupled dynamics of Uq and Θq. Each is normal but the two

do not commute with each other, and hence [Ã(q), Ã†(q)] 6= 0, i.e., Ã(q) is non-normal.

The equations for X̃q (4.37) imply that the rate of change of the effective energy is

d

dt
〈X̃q|X̃q〉 = 6a

2

d2 sin q Im(U∗qWq), (4.38)

whence we see that the perturbation can grow for suitable initial choices of Uq and Wq,

i.e., uxq and uzq . The “vibrational modes” contribution U∗qUq + Θ∗qΘq is precisely half of the

total in (4.38). Despite the absence of an eigenvalue with positive real part, non-normality

allows the destabilizing coupling between uxq and uzq to infect the dynamics in the form of

transient algebraic growth of perturbations or effective energy even in the ‘stable’ regime

of the phase diagram. In Fig 4.5 (a) the grey data is the energy of the harmonic lattice

without accounting for the energy of the vertical perturbations, and it thus lies below the

full energy given by blue data. The red curve comes from the singular value decomposition

of the dynamical matrix, as we discussed below. If the transient amplitude is large enough,

nonlinear growth takes over, as in our experiment. In our far-field numerical solution on

the other hand, we have the facility to reduce the initial amplitude so much that despite

transient growth the system remains linear.

To quantify the nonmodal growth in q−d plane, we calculate the norm of exp(Ãs) for all

times s, and calculate the maximum amplitude Gmax attained by the perturbation over all s,

which is finite in the stable regime and depends on wavenumber q and lattice spacing d [see

Fig 4.5 (b)]. For each point in (q, d) plane we can predict the initial perturbation which gives

the maximum non-modal growth at time s from singular value decomposition of exp(Ã ∗ s)

at that point. This initial condition is given by the first column of the right-singular matrix
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of exp(Ã∗s). The growth of this maximally growing initial lattice configuration is compared

against the experimental perturbation using far-field simulation of oblate spheroids in the

limit of disk e → 1 [see red curve Fig 4.5 (a)]. Further, our numerical study of the far-field

equations, shows that the observed disruption of the lattice in the stable regime results from

amplification of the experimental noise in the initial orientations [see Supplementary videos

2.3 & 2.7].

We see thus that even in the regime where the orientational degree of freedom defeats

the Crowley mechanism, and linear stability predicts waves, transient growth ultimately

triumphs. An array of sedimenting spheroids is thus disrupted at all q and d. In our

numerical study with periodic boundary conditions we are able to observe the waves and

delay the onset of nonlinearity by reducing the amplitude of the initial perturbations, unlike

in the experiments where there are inevitable imprecisions in the initial conditions.

4.7 Conclusions

In experiment and theory on disks, aligned facing their neighbours in a horizontal one-

dimensional lattice and settling at Reynolds number ∼ 10−4 in a quasi-two-dimensional slab

geometry, we find that for large enough lattice spacing, the coupling of disk orientation and

translation rescues the array from the clumping instability. Despite the absence of inertia

the resulting dynamics displays the wavelike excitations of a mass-and-spring array, with

a conserved “momentum” in the form of the collective tilt of the disks and an effective

spring stiffness emerging from the viscous hydrodynamic interaction. However, the non-

normal character of the dynamical matrix leads to algebraic growth of perturbations even in

the linearly stable regime. Stability analysis demarcates a phase boundary in the plane of

wavenumber and lattice spacing, separating the regimes of algebraically growing waves and

clumping, in quantitative agreement with our experiments.

The wave-like regime that we find is unusual in that we predict, and observe experimen-

tally, large transient growth that ultimately destabilizes the lattice, through nonlinear effects

arising from the amplification of initial experimental error in release. Thus, the lattice is

nonlinearly unstable over the entire q − d plane, but due to two very different mechanisms.
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In our system (4.37) non-normal time evolution originates from non-commutativity between

two separately normal parts of the dynamics: that of particle positions alone, and that of ori-

entations coupled to positions. The distinct character of these two contributions is a generic

feature of Stokesian hydrodynamic interaction with orientational degrees of freedom. There-

fore, algebraic growth is also expected in any future studies of higher dimensional lattices of

oriented objects.

Further, we show that the momentum-like character of the particle orientation, seen

earlier in pair of settling disks [61], plays a crucial role in the collective dynamics of the

disk array. The conservation of total “momentum”, in conjunction with broken continuous

translational invariance, yields gapless modes (ω → 0 as q → 0) in this spatially extended

driven dissipative system. An important characteristic of the system we have studied is that

there is no evolution of the angles when disks are globally rotated. This is related to the

orientation-independence of the gravitational energy of apolar shapes, but is ultimately a

consequence of Stokesian time-reversibility. Objects with polar shape will have a preferred

orientation in a gravitational field [36, 88, 89], hence a damping of the “momentum” cor-

responding to ∑
n θ

n, at zero wavenumber in (4.15), and therefore an overdamping of the

wavelike modes at small wavenumber.
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Chapter 5

Summary and Future Directions

Through the investigations presented in the previous chapters, we find that driven anisotropic

particles in the Stokesian regime mimic inertial dynamics, with the anisotropy axis playing

the role of momentum.

In a pair of settling disks, effective inertia, that is, the fact that disk orientation plays

a role similar to momentum yields Hamiltonian equations whose solution manifests itself as

Kepler Orbits of planetary motion, with effective gravitational potential coming from the

hydrodynamic interactions. We also find and account for disk-pair orbits with no gravi-

tational analog, within a Hamiltonian framework. The two-body problem is interesting in

itself, however, the idea behind studying the two-body problem is the possibility to construct

the dynamics of multiple objects using pair-wise hydrodynamic interactions. In the settling

pairs, some future investigations could include the study of fully three-dimensional motion,

the dynamics of a dissimilar pair of spheroids [see Appendix 6.4], looking for minimal ingre-

dients for Jánosi’s chaos [16] in pairs of shaped objects, or seeking a Hamiltonian description

for settling of other shapes with polarity, chirality [60, 89] and elasticity [127].

In our study of a sedimenting array of disks, we show that particle shape can be used

to suppress a classic sedimentation instability. Our investigations uncover an unexpected

conservation law and hidden Hamiltonian dynamics which in turn opens a window to the

physics of transient growth of linearly stable modes. This unusual growth mechanism should

be of relevance in other dissipative dynamical systems, but is not widely known, as not many

examples have been identified and studied in the laboratory. We hope our work will draw
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the attention of physicists interested in driven nonequilibrium systems, an area of enormous

current interest where we expect transient growth to be widespread since non-normality is

generically present in these systems [128], and where transient growth has received insufficient

attention. An immediate and natural direction in non-equilibrium statistical mechanics is

to include random noise in the lattice dynamics of spheroids and study the consequences of

particle anisotropy and transient growth in the strong phase separation [54]. Also, it is worth

exploring whether the emergence of the Hamiltonian sector leads to equilibrium statistics

for particle dynamics projected in the subspace perpendicular to gravity.

The fact that our calculations and the accompanying numerics allow us to capture both

the mode-structure and the growth of perturbation amplitude, reassures us that our numer-

ical model can in the future be used to gain a comprehensive understanding of the unstable

regime, and other lattice configurations. The effect of walls [129] is not rigorously accounted

for in our analysis and numerics, which deserves future attention. Also, our analytical ap-

proach fails when particles are almost touching, thus it needs to be refined to include the

near-field and excluded-volume interactions.

The dynamics of sedimenting lattices of particles with more complex shapes that are po-

lar or chiral remains open to investigation and are expected to show behaviors distinct from

the apolar shapes discussed here. Here, UV-lithography can be used to fabricate various

shapes [130] and fully three-dimensional bulk measurements can be done using fluorescent

light-sheet imaging. How our screening mechanism of the spheroid array manifests in the for-

mation of clusters and streamers [44, 47] needs an independent investigation. More generally,

wavelike excitations have not been observed in the homogeneous sedimenting suspensions of

anisotropic objects. Previous experiments on homogeneous suspensions assume, to the best

of my knowledge, that randomly stirring and letting the transients die out will generate a

perfectly homogeneous initial condition, but this is likely not the case. Whether or not a

homogeneous steady state exists, about which perturbations are studied in theory, is not

demonstrated in experiments. Thus, if we are to thoroughly understand these systems, we

need to achieve precise experimental control on the initial state and perturbations about it,

and we hope that the sedimentation community takes up this challenge.

In addition to laboratory experiments, anisotropy-induced drift in Stokesian settling
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should enter crucially in the aggregation of tiny ice crystals in early-stage cloud forma-

tion, and in the collective motion of non-neutrally-buoyant marine microorganisms in the

biological pump. The latter case is particularly exciting due to its “active” nature. Inter-

estingly, the Keplerian dynamics which we present for pairs of disks, with its Hamiltonian

structure, also shows up in the pair of settling Volvox [69, 70]. Thus our results on arrays

could be applicable as is, in the sedimentation of phytoplankton, the detailed investigations

of which are warranted, for its relevance to global climate change [98].

Our investigations on active non-inertial particles in vortical flows reveal effective inertial

dynamics in the form of centrifugation and caustics. In the caustics regions, the velocity

streamlines of the particles can intersect, thus forbidding a velocity field description. This is

expected to lead to new directions in the physics of active Stokesian suspensions [35], relevant

to biofilm formation in micro-fluidic channels [113], and micro-swimmers in the oceans where

small scale vortices are known to generate patchiness [104]. Most previous studies, and our

own, have relied on the one-way coupling between particles and flows. It is important to

study the effect of two-way coupling on caustics and how it affects preferential aggregation

in straining regions. Future investigations will extend our study to a fully three-dimensional

scenario, and turbulent flows, akin to the inertial counterpart [102]. Demonstration of active

caustics in experiments, even with a single vortex, is still missing and we hope to study it

in brine-shrimps. Also, the universality class of both active and inertial caustics remains to

be identified. In particular, it will be interesting to know if they are the same. Furthermore,

the implications of caustics formation in the coarse-grained description of active suspensions

[131] needs further study.

Stokesian suspensions have been intriguing the scientific community for more than a

century. The present thesis is thus just a minute addition to the immense literature on the

topic. We hope the surprising and beautiful phenomena we have presented and analysed will

open fruitful new directions in this evergreen field of research.
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Chapter 6

Appendix

6.1 Details of the supplementary movies

Link to the Supplementary Videos

6.1.1 Movies for Chapter 2: Duet of the Disks

Video 1.1: Symmetric Bound to Scattering transition

The trajectory on the left with xo = 0.67 a is in a bound orbit and the trajectory on right

with xo = 1.54 a executes scattering orbit. The critical xo given by the far-field analysis is

xc = 4a/π.

Video 1.2: Perpendicular Bound to Scattering transition

The trajectory on the left shows bound orbit with xo = 2.01 a and the trajectory on right

executes scattering orbit with xo = 4.06 a. The critical xo given by the far-field analysis is

xc = 8a/π.

Video 1.3: Rocking orbit

The discs were released with θ−o = 0.41 π < π/2. The resulting trajectory shows both the

discs executing angular oscillations in a range of angles. The rocking to tumbling transition

occurs at θ−o = π/2.
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Video 1.4: Hydrodynamic Screening

This video depicts a rare scenario where the far-field results clearly break down. Here, one

of the discs finds itself in a hydrodynamic shadow of the other, finding a stable equilibrium

state.

6.1.2 Movies for Chapter 3 & 4: Group Dance

Video 2.1: Crowley’s Mechanism

Five spheres of diameter 0.6 cm prepared in an array perturbed around an equally spaced

configuration with an interparticle spacing 1.5 ± 0.1 cm. The initial perturbation is like that

of Fig3.1 (b) with amplitude 0.25 ± 0.05 cm. Trajectories of the nodes of this perturbation

is shown in red. The three-sphere dynamics at later times is expected to be chaotic [16].

Video 2.2: Linearly stable wavelike mode

Initial sinusoidal perturbation with d = 3.75a, qd = π/2, and amplitude 0.625a; and with

trajectory of nodes shown by the dashed red lines. We zoom in on a region where initial

errors in release were small, which shows a half cycle of the wavelike oscillation in orientations

and positions. More details are in Fig.3.11(b).

Video 2.3: Disruption of waves at late times

This video shows the late-time dynamics for the same q and d as in Video 2. Transient

algebraic growth of the perturbations leads to nonlinear effects that disrupt the array.

Video 2.4: Linearly unstable mode

Initial sinusoidal perturbation with d = 2.5a, qd = π/4 and amplitude 0.625a. More details

given in Fig.3.12(b).
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Video 2.5: Clumping dynamics at late times.

Late time clumping behaviour of the perturbation with d = 1.875a, qd = π/6 and amplitude

0.625a. Trajectories of nodes are shown in red color.

Video 2.6: Numerical study of wave-like regime

Numerical integration of the non-dimensionalised far-field equations with initial sinusoidal

perturbation of q = π/2. The interaction is cut-off beyond 1.5d, such that only nearest

neighbours interact hydrodynamically. The region shown here is the same size as the ex-

perimental container, scaled by lattice spacing. The initial conditions is the same as in the

experiment of Video 2, albeit with periodic boundary condition and no experimental error

in initial condition [see Fig 4.4].

Video 2.7: Numerical study of wave-like regime with noisy initial conditions

The initial condition is the same as in Video 6, but we add a random error in the ini-

tial orientations uniformly randomly distributed between ±8 deg, to reflect the measured

experimental initial conditions of Video 3 [see Fig 3.6].

6.1.3 Movies for Chapter 5: Swimmers in a Swirl

Video 3.1: Inertial particles in a point vortex.

The video is for number of particles N= 105 following Maxey-Riley equations around a point

vortex, initialized with uniformly random positions on a disk of radius 4
√

Γ̃τ , and with

velocities of unit magnitude and uniformly random directions.

Video 3.2: AOUP in a point vortex.

The video is for number of particles N= 105 noiseless AOUP around a point vortex, initialized

with uniformly random positions on a disk of radius 4
√

Γ̃τ , and with orientations w of unit

magnitude and uniformly random directions; for β = 1.0 and α = 1.
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Video 3.3: ABP in a point vortex.

The video is for number of particles N= 105 noiseless ABP around a point vortex, initialized

with uniformly random positions on a disk of radius 4
√

Γ̃τ , and with orientations w of unit

magnitude and uniformly random directions; for β = 1.0 and α = 1.

Video 3.4: ABP in unsteady vortical flows.

The video is for number of particles N= 104 noiseless ABP in an unsteady vortical flow,

initialized with uniformly random positions in a 2π periodic domain, and with orientations

w of unit magnitude and uniformly random directions; for an intermediate value of non-

dimensional motility β/Ū = 0.24 with a flow response parameter α = 1 and relaxation time

τ = 1.0.
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6.2 Error in ellipse fitting

To find the error associated with fitting an ellipse in ImageJ, we track a single settling disc

in the scattered state, where it follows a straight line path as shown in Figure 1 (a) and (b) .

In Figure 1(c) residual with respect to linear fitting gives a measure of error. The measured

root mean squared error is 0.019a in terms of the radius a of disc. Similarly Figure 1(d)

shows the linear fit of angle of the major axis of the fitted ellipse with time giving a slope of

-0.0006 and its residual in Figure 1(e) gives the root mean squared error of 0.06 degrees.

Figure 6.1: Systematic error. (a) the experimental z-stacks of a single disc superimposed with

trajectory of the fitted ellipse (b) Linear fit of spatial trajectory of the centroid of fitted ellipse. (c)

Residual plot of position (d) angle of the major axis of the fitted ellipse plotted against time. (e)

Residual plot of the angle.

6.3 Perpendicular and rocking pair dynamics

Perpendicular release

Substituting the initial horizontal separation yo = 0 and θ+ = π/2 in equations (2.14) -

(2.15) and solving for x and y in terms of θ− gives x = xo, and

γxo dy

(x2
o + y2)3/2 = −α sin θ− dθ−
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which upon integration and substituting the value α/γ = π/8a for disc [34], gives

y = ± cos θ− xo√(
8a
πxo

)2
− cos2 θ−

. (6.1)

This simplification when θ+ = π/2 can be made for a wide range of initial conditions.

Figure 6.2: Observed vertical separation y (red) and horizontal separation x (blue) plotted against

time, shows that y oscillates between positive and negative values and x is nearly constant.

Rocking trajectories

For initial θ−o < π/2 both the discs rotate in a range of angles which defines the amplitude

of angular oscillation. Figure 6.3 shows the experimental trajectories of one of the disc which

exhibits both oscillation in a range of angles (red) as well as complete rotations in tumbling

orbits, with a transition at θ−o = π/2. Using equation (2.14) and (2.15) we construct the

dynamics in x− θ− plane:

xdx

(x2 + y2)3/2 = π cos θ+

8a sin θ−dθ−

using the constraint of equation (2.13)

xdx

(x2 + {yo − tan θ+(x− xo)}2)3/2 = π cos θ+

8a sin θ−dθ− (6.2)

defining I ≡ xo tan θ+ + yo we rewrite equation (6.2):

xdx

(x2 sec2 θ+ − 2I tan θ+x+ I2)3/2 = π cos θ+

8a sin θ−dθ− (6.3)
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Figure 6.3: Trajectories of one of the disc for θ−o < π/2 which exhibits oscillation in a range of

angles (red) and θ−o > π/2 showing tumbling orbits (blue).

which upon integration gives:

yo − tan θ+(x− xo)
I
√
x2 sec2 θ+ − 2I tan θ+x+ I2

− yo

I
√
x2
o + y2

o

= π cos θ+

8a (cos θ− − cos θ−o ) (6.4)

which can be solved for θ− in terms of x:

θ = ± cos−1

 8a
Iπ cos θ+

 yo − tan θ+(x− xo)√
x2 sec2 θ+ − 2I tan θ+x+ I2

− yo√
x2
o + y2

o

+ cos θ−o

 (6.5)

6.4 Dissimilar disks

The far-field analysis of settling pairs is useful starting point for a much richer system of

settling dissimilar orientable bodies. Briefly, for the specific situation of identical shape but

different sizes, we can start from our analysis, and show by perturbation that the bound

orbits are unstable in contrast with completely identical pairs.

In the pair of discs with radius a and thickness h, the gravitational force F = πa2h∆ρ,

α = −(XA
−1 − YA−1)/12πµa and γ = 1/8πµ . When the size of one of the disc is perturbed

, the solution becomes unstable as one of the disc now rotates differently and falls a little
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faster than the other. Using a as the length scale, and time scale T = 6πµa2/F , the non-

dimensional equations of motion for two discs with radius a and a + δ, while ignoring δ2

terms, read

ẋ = 3π
16 sin θ− cos θ+ + 3πδ

32a sin (θ− + θ+) ẏ = −3π
16 sin θ− sin θ+ − 3πδ

32a cos2 (θ− + θ+)/2

(6.6)

˙θ− = 3
2

(
1 + δ

a

)
x

R3
˙θ+ = 3

2
δ

a

x

R3

(6.7)

This breaks the conservation of θ+, so even if we start with a symmetric case θ+ = y = 0,

the trajectories become asymmetric with time and hence non-Keplerian. Dynamics now

happen in a higher dimensional (x, y, θ−, θ+) space, as compared to any orbits discussed in

our letter, which happens in (x, y, θ−). Some insight can be gained for the instability of

Kepler orbits with respect to perturbation in size of one disc, by numerical integration of

the above equation for symmetric initial conditions [see Fig 6.4] θ+ = 0 = y.

Figure 6.4: 3D Plot where x-axis is r cos(θ−), y-axis is r sin(θ−) and z-axis is θ+, shows instability

of Kepler orbits with dissimilar discs having δ = 0.1a, and initial horizontal separation 0.4a.
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6.5 Stable orientations around a force monopole

To see how our mechanism could qualitatively change the Koch & Shaqfeh’s picture schemat-

ically [Figure 1 in their paper], consider a force monopole at the origin and a disk of radius

a settling in its flow field at a radial distance r, with position (x, 0, z). With both the sym-

metric and antisymmetric part of the velocity gradients, the orientation of the disk evolve,

to leading far-field order in (a/r) [12], according to

dθ

dt
= x

8π r3 −
3z

8π r5 (x cos θ + z sin θ) (z cos θ − x sin θ) . (6.8)

Here, the first term is the contribution due to antisymmetric part and the second due to

the symmetric part of the velocity gradient of the flow field generated by a force monopole

of magnitude F at the origin. Note that the above equation is non-dimensionalised using

length a and time µa2/F , where µ is the viscosity.

dθ′

dt
= sinφ

8π r2

[
cotφ− 3

2 sin 2(θ′ − φ)
]

(6.9)

Note: θ′ = π/2+θ is now measured with respect to the positive x axis, like the azimuthal

angle φ.

Now, without the antisymmetric coupling and local interparticle interaction one gets

the stable orientations seen in the Koch & Shaqfeh’s schematic figure and thus an inwards

particle flux from all directions. In our study, for the wavelike excitations in the lateral

direction, this antisymmetric rotational coupling is crucial and so is the local interparticle

interaction. To find the stable orientations while incorporating antisymmetric coupling, we

proceed by defining the angle

β ≡ 1
2 sin−1

[2
3 cotφ

]
. (6.10)

From (6.9) we get the solution of dθ′/dt = 0 for any given point in (r, φ) in terms of β as

θ′ = φ+ nπ

2 + (−1)nβ, (6.11)

where n takes integer values. We can immediately see from (6.10) that solutions do not

exist for all values of φ which is qualitatively distinct feature from Koch & Shaqfeh’s picture.
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Figure 6.5: Stable orientations with both symmetric and antisymmetric part of velocity

gradient: With force monopole at the origin. Blue double ended arrow and red dashed lines are

stable and unstable orientations respectively, evaluated at the spheroid centre. The small angle

between stable and unstable orientations is π/2− 2β. The shaded grey region represents the range

of angles φ where there are no stable orientations, with Ω = tan−1(2/3).

For, Ω ≡ tan−1(2/3), the solution for dθ′/dt = 0 is defined only for the values of φ in the

intervals: (Ω, π − Ω) and (π + Ω, 2π − Ω). Even where the solution exists we show below

that the stable orientations are different from what one gets with just symmetric rotational

coupling.

We can study the stability, by considering only two solutions: θ′ = φ + β and θ′ =

φ − β + π/2, given the apolarity of spheroids. Perturbing the first solution by small angle

δθ, substituting in (6.9) and taylor expanding about this solution gives

δ̇θ = sinφ
8π r2

[
cotφ− 3

2 sin 2β − 3δθ cos 2β
]
. (6.12)

Since, cotφ = 3 sin(2β)/2 by definition of β (6.10), we get

δ̇θ = −3 sinφ
8π r2 δθ cos 2β. (6.13)
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Thus, the solution θ′ = φ+ β is stable in the upper half plane and unstable in the lower

half. Similarly, by perturbing the second solution θ′ = φ− β + π/2 by a small angle δθ, we

get

δ̇θ = 3 sinφ
8π r2 δθ cos 2β, (6.14)

which is unstable in the upper half plane and stable in the lower half.

To summarize – [see Fig.6.5 ] in the upper half plane the spheroid is stable with its

long-axis oriented along the angle θ′ = φ + β and in the lower half plane the stable angle

for the long-axis is θ′ = φ− β + π/2. While in both the half planes the solutions exist only

with the azimuthal angle φ lying in the intervals (Ω, π−Ω) and (π+ Ω, 2π−Ω), leaving out

regimes shown as grey shaded region in Fig.6.5, where there are no stable orientations, and

our waves lie precisely within this shaded region.

The assumption that oriented particles spend most of their times with their long dimen-

sion aligned to the extensional direction of the symmetric part of the local velocity gradient

clearly does not hold true for our system of disk array. In particular, antisymmetric coupling

and local interparticle interactions can have a significant role in collective behaviour. How-

ever, a detailed discussion on how exactly our mechanism manifests itself in the statistical

theory of a homogenous suspension would require an independent investigation with special

care on antisymmetric rotational coupling and local interparticle interactions.

6.6 Noiseless AOUP and ABP in a point vortex

AOUP

In the absence of external field φ, redefining a U dependent relaxation time, τ̃−1 ≡ I/τ −

(αS + A ), gives the equation

dv
dt
− v · ∇U = (U− v) · τ̃−1 (6.15)

The velocity field generated by a point-vortex in polar coordinates is

U = Γ
2πr θ̂ ≡

Γ̄
r
θ̂ (6.16)
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In polar coordinates the position derivatives are

X = rr̂
dX
dt

= dr

dt
r̂ + r

dθ

dt
θ̂ (6.17)

d2X
dt2

= d2r

dt2
r̂ + 2dr

dt

dθ

dt
θ̂ − r

(
dθ

dt

)2

r̂ + r
d2θ

dt2
θ̂ (6.18)

To see the emergence of effective centripetal and centrifugal forces due to coupling with

the background flow, we neglect the potential term and the gaussian white noise in the

original equation (4.2) for AOUP. For a point vortex the antisymmetric tensor A is zero

everywhere except at the origin. And the symmetric part is

S =

 0 −Γ̃/r2

−Γ̃/r2 0

 (6.19)

Using (4.5)-(4.8) in (4.4) gives

τ

d2r

dt2
r̂ + 2dr

dt

dθ

dt
θ̂ − r

(
dθ

dt

)2

r̂ + r
d2θ

dt2
θ̂ + Γ̃

r

dθ

dt
r̂ + Γ̃

r2
dr

dt
θ̂

 = Γ̄
r
θ̂ − dr

dt
r̂ − r

dθ

dt
θ̂

+ατ Γ̃
r3 r̂− ταΓ̃

r

dθ

dt
r̂− ταΓ̃

r2
dr

dt
θ̂ (6.20)

Separating r̂ and θ̂ directions in (6.20) we get two coupled equations

τ
d2r

dt2
− τr

(
dθ

dt

)2

= −dr
dt

+ ατ Γ̃2

r3 − τ(1 + α)Γ̃
r

dθ

dt
(6.21)

2τ dr
dt

dθ

dt
+ τr

d2θ

dt2
= Γ̄
r
− rdθ

dt
− τ(1 + α)Γ̃

r2
dr

dt
(6.22)

ABP

dv
dt
− v · ∇U = (U− v) · τ̃−1 (6.23)

where τ̃−1 ≡ I
τ

(
||V−U ||
β2 − 1

)
− (αS + A ). The non-dimensional equations with R =

√
Γ̃τ and

T = τ , in cylindrical polar coordinates becomes

κ2d
2r

dt2
= κ2r

(
dθ

dt

)2

+ dr

dt

2dθ
dt
−
(
dr

dt

)2

− r2
(
dθ

dt

)2

+ κ2 − 1
r2

+ κ2α

r3 −
κ2(1 + α)

r

dθ

dt

(6.24)
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κ2r
d2θ

dt2
= −2κ2dθ

dt

dθ

dt
+
(
r
dθ

dt
− 1
r

)2dθ
dt
−
(
dr

dt

)2

− r2
(
dθ

dt

)2

+ κ2 − 1
r2

− κ2(1 + α)
r2

dr

dt

(6.25)

where κ ≡ β
√
τ/Γ̃ is the non-dimensional motility. The corresponding first order equations

are

dr

dt
= vr (6.26)

κ2dvr
dt

= κ2rω2 + vr

{
2ω − vr2 − r2ω2 + κ2 − 1

r2

}
+ κ2α

r3 −
κ2(1 + α)ω

r
(6.27)

dθ

dt
= ω (6.28)

κ2dω

dt
= −2κ2 vr ω

r
+
(
ω − 1

r2

){
2ω − vr2 − r2ω2 + κ2 − 1

r2

}
− κ2(1 + α) vr

r3 (6.29)
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