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Chapter 1
Introduction

Fluid dynamics is the earliest example of field theories studied in physics. The paradigm
of effective field theories aptly explains the ubiquity of fluid like behaviour observed in
nature — fluid dynamics should be understood as the effective description of long distance,
collective excitations within a microscopic theory [1]. The specifics of the underlying mi-
croscopic description is mostly unimportant to the investigation of this so called hydro-
dynamic limit of the system." The hydrodynamics of a generic field theory is dominated
by gapless excitations such as Goldstone bosons (from broken symmetries), conserved
charge densities (global charges and energy-momentum) etc. As an effective field theory,
hydrodynamics is an important component in a physicist’s toolkit as its application spans
a wide range of topics such as heavy-ion-collisions [2—-5], condensed matter physics [6-9],
meteorology[10, 11] and cosmology[12-15].

The advent of AdS/CFT correspondence or holographic duality opened up yet an-
other avenue for hydrodynamics based investigations. The duality predicts that certain
strongly coupled CFTs admit an alternate description as weakly coupled gravitational
theories [16-18]. More specifically, thermal states of d dimensional CFTs get mapped
to black holes in AdS;y; via the duality. Furthermore, it suggests that hydrodynamic
excitations of a planar CFT can be identified with the long wavelength deformations of
AdS black branes which indeed display gapless spectrum [19-21].7 This identification can
be made more rigorous to derive a corollary of the duality, the so called fluid /gravity cor-
respondence — the large scale deformations of black branes in AdS spacetimes are dual to
the configurations of dissipative conformal fluids evolving via a conformal generalisation
of the Navier-Stokes equation [22, 23]. In this sense the holographic duality makes precise
the long-standing idea of black hole membrane paradigm [24]. The black brane deforma-

tions can now be thought of as representing the hydrodynamics of a precise microscopic

!The hydrodynamics emerges at time scales much larger than the mean free-path of the system.

2Due to the absence of intrinsic scales, the hydrodynamic scale in a conformal theory depends only on
its temperature. Therefore conformal hydrodynamics should be an effective theory at scales sufficiently
above the inverse temperature [3.



theory defined by the holographic CFT.

It is well understood that dissipative physical systems should admit completions as
stochastically driven systems. The reason is that dissipation is the manifestation of energy
transfer to underlying microscopic degrees of freedom, which in turn inevitably source
fluctuations in the system. The stochastic completion of the dissipative dynamics is not
arbitrary either — the noise distribution is constrained by the transport characteristics,
which is the essence of fluctuation-dissipation theorems [25]. In the context of dissipative
fluids this implies that a more realistic description should accommodate thermal fluc-
tuations of the hydrodynamic or long-lived modes themselves. For example, dissipative
fluid equations cannot correctly capture hydrodynamical correlation functions as they
fail to account for thermally excited fluctuations of hydrodynamic modes themselves (see
[26-28] for the discussion of ‘long-time tails’ in hydrodynamic correlation functions).

At the level of linearised hydrodynamics, a remedy to account for such effects is to
supplement the hydrodynamic constitutive relations with noise terms [29] (see [30] for
a textbook treatment of non-relativistic fluctuating hydrodynamics).” However, it is
not straightforward to extend such a simplistic approach to a non-linear theory where
the effects of hydrodynamic fluctuations turn out to be rather severe — they generate
non-analytic (in gradient/frequency expansion) corrections to the effective transport co-
efficients. Such non-analytic contributions manifest as long-time power-law tails in the
hydrodynamic correlations mentioned above. As these effects originate from large wave-
length fluctuations, they are particularly stark in low dimensions.” For example, in 2 + 1
dimensions the non-analyticities are severe enough to affect the shear viscosity of the fluid
[34], while in 341 dimensions, they are important only at the level of second order hydro-
dynamics [35] and so on. This is a serious problem as any phenomenologically accurate
model would involve higher order hydrodynamics.” In short, conventional hydrodynam-
ics is not equipped to systematically study the effects of hydrodynamic fluctuations, for
long-lived fluctuations are in tension with one of its central tenets, that fluctuations die
out much before the hydrodynamic time scale [38, 39].

There are multiple challenges we need to address in order to build a framework for
fluctuating hydrodynamics. How can we relax the assumption of short-lived fluctuations
and allow the fluid degrees of freedom to simmer? How should we distill out hydrodynamic
fluctuations from short-lived ones which decay safely within the characteristic time scale
of the fluid? Though it seems plausible that these questions can be answered starting
from the underlying microscopic theory, in practice such an exercise is not feasible —

deriving the hydrodynamic limit involves a complicated rewriting of the collective degrees

3See [31-33] for a generalisation of this approach to relativistic boost-invariant fluid flows.

4This is expected as the phase space volume of IR modes is progressively suppressed in higher
dimensions.

5Moreover, second order hydrodynamics is also necessary to prevent acausality and instabilities in
the hydrodynamic evolution [36, 37].



of freedom, which is beyond the scope of standard analytical techniques.

However, we argue that within AdS/CFT, this problem can be dealt with in an
analytic fashion. The preceding discussion on the stochastic completion of dissipative
systems has a natural counterpart in the gravitational description. While black branes
admit dissipative perturbations as quasi-normal modes [410], they also source fluctuations,
both stimulated and spontaneous, as Hawking radiation [41]. This is required for consis-
tency of the semi-classical field theory on the black brane. Situated within the context
of fluid /gravity correspondence, this suggests that a theory of fluctuating hydrodynamics
can be constructed via holography — one only needs to account for Hawking effect on
the black brane, specifically with respect to the gapless sector of its deformations, which
from the perspective of the CFT, causes its hydrodynamic degrees of freedom to fluctuate.
Further, as we will show, the underlying gauge theoretical structure suggests a natural
prescription to separate out the short-lived and long-lived excitations of the fluid, which
we refer to as Markovian and non-Markovian excitations respectively .

The central proposition of our work is that fluctuating hydrodynamics should be en-
visaged as an open effective field theory which ought to be dealt with in a Wilsonian
fashion. This perspective is motivated from the following question — what is the effective
theory that describes the evolution of a probe coupled to a fluctuating fluid? The answer
to this question depends on the details of the probe-fluid coupling. If the probe couples
to Markovian or fast excitations in the fluid, it is expected that over the hydrodynamical
times scale its evolution should be local, allowing us to completely integrate out Marko-
vian degrees of freedom from the effective theory. But how should we treat probes that
couple to non-Markovian excitations which show long-term memory?

(Clearly, integrating out non-Markovian excitations is undesirable as it would transfer
the long-term memory to the dynamics of the probe, or in other words make its evolu-
tion non-local. The intuitive remedy is to not integrate out the non-Markovian degrees
of freedom, instead, to retain them in the effective description. This motivates us to
think of the combined probe-fluid system as a whole probing the underlying bath of fast
Markovian modes. We term the resulting description a Wilsonian open effective theory
which describes the local evolution of the probe-fluid system, but includes the local in-
fluence of the forgotten Markovian degrees of freedom. The key difference here from the
Wilsonian paradigm of unitary quantum field theories is that, hydrodynamic modes could
be inherently dissipative and hence have no counterpart in the unitary description (for
example, diffusive hydrodynamic modes satisfy the dispersion relation w = —iDEk*+...).0
Therefore the Wilsonian programme now ought to be carried out within an open field
theory set up from the outset.

Working within the Schwinger-Keldysh formalism for open field theories, we show that

6The hydrodynamic spectrum also includes propagating modes which are defined even in the absence
of dissipation and hence are similar to ordinary particles.



the Wilsonian effective field theory of the probe-fluid system is characterized by a gadget
we term the Wilsonian influence functional (WIF). The WIF should be understood as
an object of mixed character — it serves as the correlation generating functional for the
Markovian fields and effective action for the non-Markovian fields. The open effective
action of a general probe-fluid system can be obtained by identifying the Markovian
sources in the WIF with appropriate probe operators and turning on desired interactions
with the non-Markovian fields.

We are specifically interested in the WIF dual to metric and gauge field perturba-
tions of a Schwarzschild-AdS,,; black brane which describes the evolution of a probe
coupled to a neutral plasma in the dual CFT. As mentioned before, guided by the gauge
invariance of the gravitational theory, we establish a formalism to derive the WIF of this
holographic fluctuating hydrodynamic system by cleanly separating out the Markovian
and non-Markovian dynamics. The dynamics of the Markovian and diffusive subset of the
non-Markovian modes was first studied in [42] in a unified manner in terms of certain aux-
iliary scalar probes of the black brane. The corresponding analysis of the non-Markovian
mode describing energy-momentum transport was originally reported in [43].

We conclude this introduction by briefly commenting on other approaches to fluctuat-
ing hydrodynamics developed in the recent literature. The theory of fluctuating hydrody-
namics in low dimensional systems have enjoyed significant attention due to recognition
of its aforementioned sickness. Several authors have attempted to systematically derive a
description of varied weakly coupled systems [44, 45] — these techniques typically coarse
grain the dynamics within a chosen scale and thereby implement a projection on to the
hydrodynamical variables. The details of such hydrodynamic projections are often model
specific, and in particular, the treatment of fluctuations is often carried out in a bottom-
up fashion using insights from fluctuation-dissipation relations. While these approaches
provide significant insight into the dynamics of specific models, it is not immediately clear
how to generalize them to other models including higher dimensional systems, or how to
systematically include non-linear corrections.

There have also been parallel efforts to characterize the universal features of fluctuat-
ing hydrodynamic systems from the perspective of Schwinger-Keldysh effective descrip-
tions (see [39, 46-55]). The Schwinger-Keldysh formalism is well suited for investigations
of this nature as it packages the constraints from microscopic unitarity and thermality
of the system in a unified manner. However, the constraints on such effective actions
are mostly motivated from intuitions gained from working with simple, weakly coupled
models where explicit analysis is possible. It behooves us to check the validity of these
predictions in the less understood regime of strongly coupled systems.

Holography provides a variety of toy models where these checks can be performed [56,
57]. Their success in capturing the universal features of strongly coupled systems suggests

that open effective theories generated from holography should also yield qualitatively



relevant predictions for strongly coupled fluctuating systems. As a particularly pertinent
example, we refer to the result of [58, 59] which derived a non-linear generalization of
the Langevin equation. Their analysis demonstrated that the non-linear corrections in
the Langevin equation and non-Gaussianities in the fluctuations are tightly constrained.”
These predictions were validated from an independent holographic approach in [60] (see
also [61] for a generalization to scalar fields).

Our approach to fluctuating hydrodynamics in a way can be considered the generaliza-
tion of these holographic models to the case of fluid/gravity correspondence and therefore
open quantum systems with memory. In doing so, we expect to perform an unbiased and
independent check of various ideas developed in the context of relativistic fluctuating
hydrodynamics [62]. Note that, in this thesis we report only a clean characterisation of
the gravitational dynamics and do not attempt to repackage this data in the language
of hydrodynamic effective theories. As we explain later, from gravity we find promising

evidence in favour of the effective theory structures anticipated in [62].

1.1 Outline of the thesis

In the rest of this introductory chapter, we summarise essential lessons from the technol-
ogy of real-time path integrals. We have tried to be self-contained in our discussion. In
§1.2 we begin by reviewing Schwinger-Keldysh path integral, motivating and highlighting
its features in a pedagogical manner. Its various symmetry properties, KMS conditions,
etc. are discussed. In §1.2.1 we explain how the Schwinger-Keldysh approach provides a
natural pathway towards construction and study of open field theories.

In §1.3 we introduce the gravitational Schwinger-Keldysh geometry dual to the Schwinger-
Keldysh path integrals of the field theory. We have tried to limit our discussion to essen-
tial features of this geometry. The reader interested in a more detailed discussion of its
construction may consult [61].

In chapter 2 we present the constructions of an effective theory of the diffusive modes in
a holographic plasma. We begin by further elaborating the idea of holographic fluctuating
hydrodynamics and open quantum systems with memory in §2.1. Then we summarise the
main results from the chapter in §2.1.2. A detailed outline of the chapter’s organization
and its associated appendices is provided in §2.1.3.

In chapter 3 we discuss the holographic construction of the effective theory describing
sound propagation in the boundary plasma. The chapter begins by taking stock of the
essential results from the previous chapter and a detailed preview of our analysis in §3.1.
The outline of this chapter and corresponding appendices is described in §3.1.1.

Finally in chapter 4 we conclude with a summary of salient results and outlook of the

"This followed from the well motivated assumption that the bath satisfies a time reversal symmetry.



thesis, and provide a brief discussion of interesting future directions.

1.2 Review of Schwinger-Keldysh formalism

Quantum systems are typically modelled as closed systems whose states are defined to be
vectors drawn from a Hilbert space. The primary question we seek to understand about
such systems is — how do they evolve from a given initial state to another. We could
further ask how is this evolution modified under external influences, say if we drive the
system with a time dependent force. The answers to these questions, at least theoretically,

are well understood — given an initial state v, it evolves unitarily via the map

Yo — = UlJo,  U[J] = Texp [—z‘/ot dt H[J]} , (1.1)

where J denotes external forces acting on the system, #[.J] is the instantaneous Hamilto-
nian of the system and T is the time-ordering symbol. All the above statements are well
familiar from a standard undergraduate course in quantum mechanics and we recount
them here to remind the reader of the following point. For closed systems, unitarity and
locality of evolution imply the existence of an instantaneous Hamiltonian. This in turn,
inevitably brings in the notion of time-ordering with the evolution operator. Therefore,
the evolution of a unitary system is completely characterized by the time-ordered cor-
relation functions of operators acting on its Hilbert space. The Feynman path integral
formalism is tailored to yield such time-ordered correlation functions of the system and
hence are ideal computational devices to study unitary quantum systems. The unitar-
ity is implicitly assumed within the path integral formalism as one performs a weighted
summation over only those paths which match the specific initial and final states of the
system.

However, as outlined before, we wish to study the holographic fluctuating hydrody-
namic systems which are open systems interacting with the microscopic constituents of
the holographic fluid. In general, open systems are obtained by integrating out a selected
number of degrees of freedom, the environment, from a microscopic theory. The degrees
of freedom that are retained form the system, which evolves non-unitarily under the in-
fluence of the environment. The corresponding quantum states are obtained by tracing
out the environment variables from the states of the parent theory and are therefore not
pure states, but mixed states defined by density operators. Therefore, in order to study
the dynamics of open systems, we require a technology which describes the evolution of
mixed states.

Clearly, conventional path integral techniques are not designed to address such ques-
tions. More specifically, the evolution of an open system is not completely determined by

time-ordered correlation functions of its operators. However, it is possible to adapt the



path integral formalism to deal with such systems — the resulting technology called the
Schwinger-Keldysh path integral directly describes the evolution of elements of a general
density operator [63-65]. We will now briefly summarize this formalism. The reader may
refer to [25, 66, 67] for a textbook discussion of the same.

It is simpler to understand the Schwinger-Keldysh formalism first in the case of closed
systems. We start by recalling the standard path integral representation of time evolving
states in a field theory. Consider the state ¢y at time ¢t = 0. Its image under the unitary

evolution till time ¢ is given by

wildl = [ DU ol [ Dlgl exp {iSTel} - (12

Here we used the notation ¢y[t] = (¢|1g to denote the projection of ¢y on to a field
coherent state |¢) with eigenvalue ¢ (and similarly for ¢,[¢]). The path integral [D[yp] is
defined over paths satisfying

pt)=0¢,  ¢0)=1, (1.3)

and S[¢| denotes the corresponding action. In the case of unitary systems with initial

states defined via some density operator pg, we generalize (1.2) to get

pildalon] = [ Dltwal poliwlus] [ Dl exp {iSlon = iSlail} ,  (1.4)

where polir|i] = (tr] po tn) (and similarly for pi[¢r|¢.]). The path integral [Dlpg,] is
defined over paths satisfying

SOR/L@) = Pr/1 SOR/L(O) = lr/vL - (1.5)

Evidently, (1.4) is a joined path integral for evolutions of ket and bra co-ordinates of the
density operator. We use subscripts R and L to indicate ket and bra copies of variables
respectively. It is easy to see that the integral over paths of oy in (1.4) is identical to
that of paths of ¢ in (1.2). All we have done here is to include an additional independent,
complex conjugated factor of path integral to express evolution of the bra co-ordinate of
po- Next we define a sourced version of p;, where we imagine perturbing the ket and bra

evolutions independently with external sources. To wit,

pilons Jnlni ] = [ Dltwa] poltnlis] [ Dlpnslexp {iSlipn, Ju] = iSlon, L1}, (L6)

where S[p, J] denotes, as in usual path integrals, the action in the presence of sources.



The Schwinger-Keldysh generating functional corresponding to the state pg is defined as

ZSK[JR7 JL] =Tr {U[JR] Po UT[JL]} )
— Jim [ DI6] pulos Julos 1] (L.7)

— [ Dlnal polialis] [ Dlipnalexp {iSlon, Ju] = iSlew, L} -

Here U[J] denotes unitary evolution under the influence of source J. Notice that in the
second line of (1.7) we have implemented the trace operation via identifying the ket and
bra co-ordinates of the density operator in the far future. In the path integral expression
of third line, this identification is implicit.

As usual, differentiating 2, [Jg, J.] with source functions Jg, and setting them to
vanish yield correlations functions of the corresponding operators Oy, (they denote R
and L copies of the operator O). It is clear from the first line of (1.7) that R operators
act on the density operator from its left (ket side) and L operators act on it from the right
(bra side). Correlation functions of Oy and O, generated this way turn out to be time-
ordered and anti-time-ordered respectively. While the former follows from arguments
familiar from the case of usual path integrals, the latter can be argued from the complex
conjugated nature of the ¢, path integral in (1.6). In addition to this, the future trace
operation which identifies ¢y and ¢, degrees of freedom causes Oy and O, to be non-
trivially correlated with each other. Using the cyclicity property of the trace, we can
always recast such off-diagonal R-L correlations in terms of correlations of the original
operator O where all operators with L labels act from the left of operators with R labels.
Therefore, all the Schwinger-Keldysh correlation functions can be expressed in terms of

correlations of O. To wit,

i=1, o;=L i=1, 0;=R

(O, (t1)Og,y (t2) - Og, (tn)) = Tr {Po (T ﬁ O(ti)) (T ﬁ O(tz))} ; (1.8)

where T and T stand for time-ordering and anti-time-ordering symbols respectively.® In

the particular case of 2-pt functions we get

(On(t2)Ox(t2)) = (T O(t1)O(t2)) s (On(t1)Ov(ta)) = (O(t2)O(t1)) po

_ 1.9
(OL(t1)Ox(t2)) = (O(t1)O(t2)) o (OL(t1)OL(t2)) = (T O(t1)O(t2)) o 9

where (---),, = Tr{po-- -} denotes that correlations are evaluated in the state py.

Schwinger-Keldysh time contours: We may in fact take the point of view that

Schwinger-Keldysh correlation functions are defined via (1.8). The operator ordering

8We will assume that all operators under consideration are bosonic. The reader interested in a more
general discussion including fermionic operators is directed to [25].
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implied by the right hand side of (1.8) motivates an alternate perspective on Schwinger-
Keldysh path integrals as follows. First, notice that correlations of the L operators are
anti-time ordered and their insertions are arranged to act from the left of insertions of R
operators. Using the property that path integrals give rise to contour ordered correlation
functions, we argue that both of the above conditions can be implemented by unifying the
path integrals over R and L fields into a single integral, but along a folded time contour

as in Fig. 1.1. We will refer to this contour as the Schwinger-Keldysh time contour.

o) Cr Im(t)

aR) ® >

(aL| @ C< ) L) Re(t)
L

Figure 1.1: The Schwinger-Keldysh time contour. The initial condition for the path integral over fields g/
is fixed by the density operator pg = |agr) (c|. The branch of the contour evolving forward (backward) in
time is labelled Cg (Cy).

It is useful to think of this contour as comprised of a forward evolving branch Cg
and a backward evolving branch C; which are slightly offset in the complex time plane
along the imaginary direction. They are smoothly glued at the time-fold in the future,
which we remind, replaces the trace operation vital to our previous discussion. R and L
fields are exclusively supported on Cy and C, respectively. The two boundaries of the
Schwinger-Keldysh contour naturally host the initial state boundary conditions on the
path integral.

We wish to briefly comment on an interesting generalization of the above construction.
First, let us introduce the concept of time-ordering violation in a correlation function. A
correlation function is said to have an instance of time-ordering violation for every triplet
of operators in it which are placed adjacent to each other, but are not ordered according
to increasing or decreasing values of their time co-ordinate. In particular, time-ordered
and anti-time ordered correlation functions do not violate time ordering. As (1.8) groups
operator insertions into two strings which are time-ordered and anti-time ordered, it is
straightforward to check that this class of correlation functions have at most one violation
of time-ordering. A take away from our discussion so far is that, in order to study the
evolution of any mixed state, it is sufficient to limit ourselves to Schwinger-Keldysh
correlation functions.

However, the Schwinger-Keldysh construction can be generalized to include correla-
tions with multiple violations of time-ordering by considering more exotic time contours
with multiple time-folds [68]. The import of these constructions is that, to generate cor-
relation functions with at most 2n + 1 time-ordering violations, it is sufficient to consider
path integral contours with 2n + 1 time-folds — n + 1 future time-folds and n past time-
folds. Such general out-of-time-ordered correlation functions (OTOCs) have proved to

be very interesting in recent years as diagnostics of quantum chaos [69, 70]. We will not



discuss these generalized Schwinger-Keldysh constructions any further.

Keldysh basis and response functions: In order to understand the physics encoded
in Schwinger-Keldysh correlation functions (1.8), it is often useful to adopt the so called
Keldysh basis or the average-difference basis of operators [25]. To wit,

0, ==(0r+0) , 0,=0, -0, . (1.10)

1
2
It turns out that when expressed in the Keldysh basis, the number of independent correla-
tion functions manifestly diminish. In addition, correlations expressed in these variables
are more easily relatable to physically meaningful quantities such as response functions.

For example, in the case of two-point functions, we get

(Oa(t1)Ou(t2)) = 5 ({O(t1), O(t2)}) o = (0(t1)O(t2))"™
(Ou(t1)Oa(t2)) = 0(t1 — t2) ([O(t1), O(t2)])py = (O(t1)O(t2))™ (1.11)
(Oa(t1)Oa(t2)) = 0(t2 — t1) ([O(t2), O(t1)])p, = (O(t1)O(ta))*™
(Oa(t1)Oa(t2)) = 0,

where 6(t) denotes the Heaviside theta function. In the above we have indicated that
correlation functions (O,0,4) and (O,0,) correspond to advanced and retarded Green’s
functions respectively, thereby making the Keldysh basis physically more intuitive. Its
simplicity is enhanced by the fact that the 2-pt function of O, operator vanishes. Further,
notice that any 2-pt correlation function with an O, inserted at the latest time vanishes.
This property is in fact true for correlation functions with arbitrary number of insertions
and is called the largest-time equation — it is a direct consequence of the unitarity of the
theory [71, 72].
We also define average-difference combinations of sources as

Ja = (JR + ‘]L) 9 Jd = JR - JL . (]_]_2)

1
2
Notice that when translated to the average-difference basis, source terms in (1.7) take

the form
J,Oq4+ J;0, = JyOr — J.O; , (1.13)

indicating that the average source J, couples to the difference operator O, and vice versa.

Constraints from microscopic unitarity: We now discuss some important consis-
tency conditions satisfied by the generating functional Z, . The first of these follows
from the unitarity of the system. Recall that unitary evolutions of a density operator

preserve its trace. Therefore, if we identify the R and L sources used to define Z_ in

10



(1.7), we get

Z [ Jw, JL] =1, or equivalently Z [ Jas Jd] =1, (1.14)
Jr=J1, J4=0
where in the latter expression we have slightly abused the notation to depict the depen-
dence of Z,, on sources written in Keldysh basis. We will refer to this property as the
Schwinger-Keldysh collapse rule. It says that in the limit the difference source J; van-
ishes, the generating functional Z,, trivializes. Together with the off-diagonal coupling
of sources and operators in the Keldysh basis, the collapse rule implies that correlators
with insertions of only Oy identically vanish for they are obtained by differentiating Z,
with J, (this is a special case of the largest-time equation).
A second consistency condition follows from the observation that physical density
operators are Hermitian, and satisfy ,03 = po. Therefore taking a complex conjugate of
2. in (1.7) we obtain

SK

(oI 2])" = Tr {U[L] o UTI]}

(1.15)
- ZSK [JL7 JR] .
In the average-difference basis, this reality condition translates to
(ZSK[‘](I7 Jd])* = ZSK[Jaa _Jd] . (1.16)

Thermal state and KMS conditions: As we are particularly interested in the fluc-
tuating hydrodynamical system close to equilibrium configuration, we will from now on

concentrate on thermal initial states defined by

It is well known that thermal correlation functions in a quantum field theory can be
studied using the Matsubara formalism [73, 74], where one considers evolution of the sys-
tem along periodically identified Fuclidean time. The technology of preparing thermal
states using Euclidean path integrals can be adapted straightforwardly to Schwinger-
Keldysh formalism where its evolution further along the real-time direction can be stud-
ied [25, 75]. Compared to the Schwinger-Keldysh contour discussed previously, such
thermal Schwinger-Keldysh contours involve an additional Euclidean segment C_ which
corresponds to preparation of the thermal initial state. The resulting path integrals are
therefore defined over closed time contours like the one illustrated in Fig. 1.2. The corre-

lation functions generated from path integrals over such contours completely characterize

11



the real-time evolution of the quantum field theory at finite temperature.”

t=00 > ) Im(t)

C<L L Re(t)

Cg

t=—if

Figure 1.2: The thermal Schwinger-Keldysh time contour with inverse temperature 8. The marked points at
times t = 0 and t = —if3 are identified to close the contour. In addition to branches Cg/, present in Fig. 1.1,
here we also have the branch Cg denoting a Euclidean time evolution. Cg represents the thermal circle which
has been cut and evolved in real-time along Cg/, .

Thermal correlation functions are known to satisfy the Kubo-Martin-Schwinger (KMS)
conditions [76, 77]. To recap quickly, these are relations among correlation functions with
different operator ordering, but when considered as analytic functions of their time ar-
guments. They arise from the same principle that is behind the Matsubara formalism,
namely — thermal density operators are identical to evolution operators along imaginary
time direction. This observation, together with the cyclicity of the trace operation, allows
us to cyclically rearrange the operator insertions in a correlation function, provided we
simultaneously translate them along the imaginary time direction. In order to avoid com-
plications arising from considering operator insertions at complex times, we will instead
choose to write down KMS relations directly in the Fourier space where their content is

less ambiguous.'’ Therefore, we write

(O(w1) O(ws) - - O(wn)) ,, = €™ (O(wn) - - O(wy) Olwr)) (1.18)

PO po

In the above, we have transferred the left most operator O(w;) to the far right at the
cost of an additional Boltzmann like factor.'!

Clearly, for a fixed choice of operators and their frequency dependence, such KMS re-
lations constrain the space of their independent n—pt correlation functions. For example,
in the case of 2-pt functions, KMS relations can be used to derive the relation

Kel 1 ﬁw Ret
(O(—w) O(w))* = 3 coth 5 Re|(O(—w) O(w)) . (1.19)
In writing the above, we have incorporated the result that for systems that are time-

translation invariant, the only non-trivial correlation functions are those in which the

9Here we only mean that Schwinger-Keldysh correlators completely characterise evolution of the
state. However, there are more complicated features of the dynamics such as those related to quantum
chaos which are encoded in generalised Schwinger-Keldysh correlators alluded to previously.

10We follow the standard convention used for Fourier transform, viz., O(t) = [0 92 O(w)e™™" .

1 Again we assume all operators satisfy bosonic statistics. For fermionic operators this generalizes

straightforwardly with additional statistical phase factors.
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sum of frequencies of all operators vanishes.

Since we are interested in constructing the generating functional Z_  for these cor-
relators, we ask — what restrictions do Z_, incur from KMS relations obeyed by the
correlation functions? In order to answer this question it is useful to work with yet an-
other basis for the source variables we refer to as the retarded-advanced (RA) variables
[78]."% They are defined as

Jo(w, k)= = [(14n,)Ju(w, k) —n,du(w k)],
(1.20)
JP(w7k) = — N [JR(w>k> - JL(Wak)} )
where .
Ny = 5 (1.21)

is the Bose-Einstein factor. When the source functions are expressed in RA basis, the
Schwinger-Keldysh collapse rule discussed before and the KMS relations are equivalent
to the relations [78]
Zo o, I = 2|5, J.] =1. (1.22)
Jo=0 J =
Here we have again taken the liberty to slightly abuse the notation in expressing the
arguments of Z, . These relations can be thought of as the thermal version of the

Schwinger-Keldysh collapse rule.

1.2.1 Open systems from Schwinger-Keldysh path integrals

As outlined before, open quantum systems are by definition systems which undergo non-
autonomous evolution under the influence of their environment. Open dynamics of quan-
tum mechanical systems is a quite well understood subject with applications spanning
across topics such as quantum optics, physics of cold atoms and decoherence theory. See
[79, 80] for textbook level introduction to the subject.

However, the wider class of open quantum systems represented by open quantum
field theories have not received its due attention. Such systems show up in a variety
of contexts including heavy-ion-physics[81], cosmology [32, 83], non-equilibrium systems
[84] and hydrodynamics. Further, they are highly pertinent to the physics of black holes
(and in general, spacetimes with horizons) as the semi-classical field theory outside the
horizon naturally fits into this description .

As field theories are most conveniently treated within the path integral formalism,

the language of Schwinger-Keldysh path integrals introduced in the previous subsections

12The choice of RA variables in [78] is non-standard (see [72, 75]) but was shown to simplify spectral
representations of general OTOCs.
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provide an efficient toolkit to study open field theories. We will now briefly summarize
the treatment of open field theories within the Schwinger-Keldysh formalism by sketching
the derivation of such a theory.

We begin by considering a microscopic theory with a predetermined bi-partition of
its degrees of freedom into that of the system and the environment. The dynamics of the
system could be intrinsically distinct from that of the environment, for example, in the
case of external probes introduced into the environment. Alternatively, the distinction
between system and environment could originate from some kind of coarse-graining of
a parent system, as is the case in hydrodynamics. We will not distinguish between
these scenarios and in either case, in accordance with the philosophy motivated in the
introduction, we will consider the system as probing the environment. Suppose that the

combined unitary dynamics of the probe-environment variables is governed by the action

S[P,X] = Sp[P] + Se[X] + Spe[P, X]

1.23
S, [P, %] = / dz Op(z) Ox(z) . (1:23)

Here we have collectively denoted the probe (environment) fields with P (X). The action
of the total system, S splits into three pieces; S, and S, respectively denote autonomous
evolution of P and X, and S,. encodes their interaction. S,. is taken to be a local
functional of the fields where the interaction is mediated via local operators Op and Oy
of probe and environment fields respectively.'”

To derive the open effective dynamics of P fields, we first lift the action (1.23) to its
Schwinger-Keldysh avatar. To wit,

SSK[:])R7 :PL7:X:R7xL] — SI::PR7 :X:R] - S[TL,XL] . (1.24)
For simplicity, the initial density operator is taken to be factorised, viz.,
pO[PR>XR|PL7 XL] = pin[PR‘PL] X pin[XR’XL] . (1-25)

Once we adopt the Schwinger-Keldysh formalism, it is straightforward to integrate out
the subset of degrees of freedom we deem as the environment and study the evolution
of the reduced density operator of fields P. Since we are interested in the dynamics of

only P, following (1.7), we define the generating functional of their Schwinger-Keldysh

13For simplicity, we consider only one channel of interaction between P and X fields. The generalisation
to multiple channels is easy to obtain by considering S,_. = f Amn OF OF .
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correlations via

Zp[Jm JL] = /D[PR,Lu XR,L] pO[PRa XR’PL7 XL]

(1.26)
/ D[Prr, Xrur] exp {z S [Py Py Xs X + / dz (JuPr — JLiPL)} .

In order to obtain an effective description of Z, involving only fields P, we imagine
1.260) as being evaluated in two steps. First, we freeze the path integral over P, and
g P p g

selectively integrate out environment fields X. This gives,

ZylJu k] = [ DIPus] polPulP

/D[TR,L] exp {z’SSK [Pr, P1] H-/dx (JuPr — JL?L)} | (1.27)

where S [Pr, Po] is the Schwinger-Keldysh effective action of probe fields P given by
Soic[Pr, Pu] = Sp[Pr] = Sp[Pi] + 5, [(Or), , (O5), ] - (1.28)

The path integral over P is performed only at the second step, but using the effective
action S,,. Here S|, is the influence functional that encodes the effect of environment
variables X in the evolution of P [65]. It is useful to think of S, as an independently

defined gadget viz.,

SIF[J_R7 jL] = - “Og (Ze,?zo[jm jL]) )
Zeopeolu h = [ DXau] pulXe ]

P Jexp {1 Suln) = 1Sl + i [do (T (On), — T (Ow),)}
(1.29)

Let us elaborate. Z. p—o denotes the Schwinger-Keldysh correlation generating functional
for the environment operators Oy, but in a theory where probe fields P have been switched
off by setting P = 0. The influence functional S|, is defined as the logarithm of Z, »—
(or in the parlance of Feynman diagrammatics, its connected component). The import
of equations (1.27), (1.28) and (1.29) is that the influence of the environment on probes
can be accounted for within an autonomous Schwinger-Keldysh evolution of the latter,
but using the effective action Sg.. Moreover, S takes a specific form depending on the
nature of operators mediating the interaction between probes and environment.

Recall that for unitary systems the Schwinger-Keldysh evolution factorised into that
of R and L fields — the action S, in (1.23) does not include any direct interaction

between two species of Schwinger-Keldysh fields.'" In contrast, once we integrate out a

“However, the R and L fields are entangled with each other due to the future boundary condition.
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subset of fields, the additional interactions supplemented by the influence functional S|,
generically couple the evolution of R and L fields. This is the fundamental difference
between unitary and open quantum systems. The interaction between the R and L fields
encodes the entanglement of probes with the forgotten environment degrees of freedom.

We conclude this section by noting that S, and thereby S, inherits various consis-
tency conditions from Z. p—o. It is straightforward to check that (1.14), (1.15) and (1.22),
imply the following:

o The Schwinger-Keldysh collapse rule

SSK [TR7 fPL]

ey 0. (1.30)
In the average-difference basis this implies that every term in S, contains at least
one factor of the difference field P,.

o The reality condition'’

(Saxc[Prs Pr])" = =S [Pr, Pir] - (1.31)

o For environments initially in thermal equilibrium,

Sield

p?Jp]

J_=0 = SIF[

J

157‘]13]

=0, (1.32)

IF[ I —0
P

which encodes both the Schwinger-Keldysh collapse rule and KMS conditions. This

condition disallows any term exclusively made out of J, or J_ in 5.

Verifying that open effective actions we derive from holography satisfy the above con-
ditions will attest to the consistency of our results. We will now review the construction
of geometries which describe the gravitational dual of Schwinger-Keldysh path integrals
of a holographic CFT.

1.3 Review of grSK geometry

The holographic duality relates field theory path integrals evaluated on a manifold B and
gravitational path integrals evaluated on the manifold M such that B is the boundary
of M. Practically, gravitational computations can be performed only when the corre-
sponding path integral settles down to a classical saddle configuration or in other words a
background geometry. Semi-classical computations can then be performed on this back-

ground by systematically allowing the fields (including the metric) to fluctuate about the

15We assume fields P to be real and the generalisation to more complicated fields is straightforward.
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saddle. Such perturbative computations can be easily book-kept using Feynman-Witten
diagrams [17].

When situated within AdS/CFT, the Schwinger-Keldysh formalism suggests the ex-
istence of a semi-classical geometry such that the gravitational path integral around it is
dual to the Schwinger-Keldysh path integral of the CFT. Many authors have discussed
the construction of such a saddle of the gravitational path integral [85-87]. However the
more recent proposal [88] by Glorioso, Crossley and Liu has proved to be particularly
useful to understand its geometry. Following [G1], we refer to the saddle conjectured

16 We now

by them as the gravitational Schwinger-Keldysh geometry or grSK geometry.
briefly summarize its construction.

Recall that we are interested in the hydrodynamics of a d dimensional neutral plasma.
Therefore the dual gravitational dynamics should describe the deformations and Hawking
fluctuations around a Schwarzschild-AdS,.; black brane. Not surprisingly, the prescrip-
tion of [88] envisages the grSK geometry as a particular analytical continuation of the
Schwarzschild-AdSyy; black brane.'” This geometry is characterized by the metric (we

mostly follow conventions introduced in [61])"*
ds? = —r? f(br) dv?® +i Br? f(br) dvd( + r* dx?, fe&)=1-¢1. (1.33)

Here ( is the mock tortoise coordinate, which parameterizes a curve in the complexified
radial plane as we illustrate in Fig. 1.3. The coordinate ( is defined by the differential

relation (f is the inverse temperature)

dr ip amb_ 4r
d—C_?ﬁf(br), g = 4 = dr (1.34)

subject to the following boundary conditions at the cut-off surface r = r.

((re+ie)=0,  ((re—ie)=1. (1.35)

To understand this geometry, consider the familiar planar-Schwarzchild-AdSg,1 ge-

ometry in ingoing Eddington-Finkelstein coordinates:

ds* = —r? f(br) dv? + 2dvdr 4+ r* dx®. (1.36)

16See [61] for a description of how this geometry differs from the double sided eternal black hole
geometry. The import of their discussion is that the double sided black hole geometry corresponds to
the thermofield double (TFD) cousin of the thermal Schwinger-Keldysh contour.

1"The grSK construction for charged and rotating black holes can be found in [39, 90].

18 A useful identity which helps in various simplifications is 4L f() = d (1 — f(z)). This also explains

why we choose to parameterize the horizon radius r, = ¢ as in [22].
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Figure 1.3: The complex r plane with the locations of the two boundaries and the horizon marked. The grSK
contour is a codimension-1 surface in this plane (drawn at fixed v). As indicated the direction of the contour
is counter-clockwise and it encircles the branch point at the horizon.

The asymptotic timelike boundary has a time coordinate v, which for the Schwinger-
Keldysh path integral contour should be viewed as a curve in the complex time domain.
The grSK spacetime fills in this Schwinger-Keldysh contour with a metric of constant
negative curvature and provides a saddle point for the real-time gravitational path integral
(see Fig. 1.4)."Y The metric (1.33) is only a re-writing of the above metric using ¢. The
spacetime as such comprises of two copies of the planar black hole: one at Re(¢) = 0 and
another at Re(¢) = 1 glued smoothly across a horizon-cap. In what follows we will find

the following non-dimensional radial coordinates helpful to simplify expressions:

1 d

d
E=br, pE(br) " —:—QWipl_E(l—p)d—p. (1.37)

We can find a closed form expression for {(r) in terms of incomplete Beta function
B (p,q; z), see [92, section 8.17] (alternatively we may express this as a hypergeometric

function as done in [61]). We have the formal solution

9 d
C(T)_d/g MZ ! B(Cll,(); <1> )E—l, B (s,0;p) , (1.38)

T oM Joorio yi—1  2mi ¢ 27

where we have introduced a useful shorthand

(7]
Il

(1.39)

SN

Time reversal isometry on grSK: In order to streamline the ensuing discussion, it
will be convenient to introduce certain derivative operators that will appear extensively

in our analysis. We define:

]D)i:r2f(r)2j: — Di:ﬁf(r)aariFiw, (1.40)

9To be clear, here we only refer to the fact that given the asymptotic boundary conditions the
grSK geometry is a smooth spacetime satisfying the Einstein’s equations with the prescribed boundary
conditions. It is an open question whether the geometry is the unique or dominant saddle, but the fact
that it gives results consistent with field theory expectations [60, 61, 88] strongly argues in its favour.
For further comments about real-time gravitational saddles see [91].
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Figure 1.4: A schematic illustration of the grSK geometry from different perspectives. The view on the top
left panel depicts two identical sections of the Lorentzian black brane glued along their future horizons and
further to a Euclidean black brane (the cigar) in the past. In the bottom panel we display the subsection of
the Lorentzian Schwarzschild-AdS, 1 Penrose diagram which is retained in the grSK geometry. The top right
panel highlights how this geometry asymptotically approaches the thermal Schwinger-Keldysh contour of the
field theory.

in the time and Fourier domain, respectively.
While the choice of ingoing coordinates breaks the explicit time-reversal invariance,

the geometry retains a time-reversal Z, isometry as the transformation
v if( — v (1.41)

preserves the form of the metric. The operator D, is naturally covariant under this

isometry as can be seen from the identity

Ard, +dvd, +dii 0= b, + (do— ) 0, + doi 0,
r2f r2f
, (1.42)
i3 s

= ?dc D, + (dv — gd{) Oy + da'o; |
where we have used the real domain expression D, = 7?0, +0,. The 1-forms that appear
in r.h.s., %,dv — 5—7}, dx'} furnish a basis of cotangent space that is covariant under

the time-reversal Z,. It follows that the dual derivative operators {D, d,,d;} furnish a
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natural basis of the bulk tangent space covariant under time-reversal.

An important implication of the time-reversal isometry is that, given an ingoing field
configuration on the grSK geometry, via time-reversal it can be mapped to an outgoing
configuration [60, 61]. In particular, this implies that given an ingoing solution of the
field equations, we may generate a Hawking solution by time reversing it. More explicitly,
the action of the time reversal isometry on an ingoing scalar mode ™ (r,v,x) is given
by

Spin(T? U7X) '_> Soln(r7 iﬁ( - /U7 X) = gpout(r7/U7X) : (1‘43)

We introduce the corresponding Fourier domain fields via the inverse Fourier transform

o, 0,%) = [ ol k) e (1.44)
k

where we have defined the shorthand

d—1
/k = / ;l: (;Zﬂ)dljl . (1.45)
In terms of the Fourier fields, (1.43) takes a more illuminating form given by
e (1, w, k) = e 7PCo™(r, —w, k) . (1.46)
The action of the time-reversal covariant derivative D is given by

)

D+§00ut(r7 v, X) = [D-l—goin(T? v, X)} v—iB¢—v (1 47)
ID)JFSOOUt (7,’ w, k) — 67/3"-’( PD«FSOin(T, w, k)} ) .

w——w

where we have used the real and frequency space representations of D, respectively.
The relation (1.46) shows that outgoing solutions on the grSK contour involve explicit
dressing with ¢ dependent factors. Therefore, unlike ingoing solutions which are analytic
functions of the radial co-ordinate r, Hawking solutions are non-analytic functions with
branch-cut singularities and their accompanying monodromies. This distinction in the
analytical behaviours of field modes is a salient ingredient of the grSK construction. On
studying the field solutions on grSK geometry we will find that the non-trivial monodromy
exhibited by Hawking solutions across the two branches of the spacetime is precisely what
relates them to the noise observed in the dual plasma — Hawking solutions manifest as

fields (or their sources) which differ across the L and R copies of the plasma.

20Tt is straightforward to generalise the action of the time-reversal to fields of integer spins. The case
of fields with half-integer spins is more subtle and was worked out in [93]. In addition, even for scalar
fields one needs to account for phases due to intrinsic time-reversal parity of the field.

20



A word on our conventions: Uppercase Latin indices are used for the bulk AdS
spacetime, with lowercase Greek indices reserved for the timelike boundary. Spatial di-
rections along the boundary are further indexed by lowercase mid-alphabet Latin indices.
gap is the bulk metric, 7,, the induced boundary metric, and n“ the unit normal to the

boundary.
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Chapter 2

Effective theory of stochastic

diffusion

This chapter is based on [42] written by the author in collaboration with Jewel K. Ghosh,
R. Loganayagam, Siddharth G. Prabhu, Mukund Rangamani and V. Vishal.

2.1 Remembrance of a black hole’s past

Black holes when disturbed settle down after classically ringing in quasinormal modes
[94, 95]. In addition, they undergo simulated radiation in Hawking modes [41] (which
may also be spontaneous owing to vacuum fluctuations). As in any quantum statistical
system these are two intimately related features of a thermodynamic ensemble of states.
The quasinormal modes signify dissipation into a medium and the Hawking modes cor-
respond to the attendant quantum statistical fluctuations. They are related through
fluctuation-dissipation relations. The timescales for the ring-down are typically short for
non-extremal black holes with compact horizon topology. Typically, black holes carry no
long-term memory.

However, black holes in negatively curved anti-de Sitter (AdS) spacetimes with non-
compact horizons exhibit long-lived quasinormal modes. Quasinormal modes of AdS
black holes correspond to thermalization rates of the dual field theory [40]. Massless
spin-1 and spin-2 fields in planar AdS black holes have long-lived quasinormal modes
with dispersions that are characteristic of hydrodynamic fluctuations [19-21]. These long
lived modes correspond to the charge and momentum diffusion, and (attenuated) sound
waves in the dual field theory plasma. One can trace their origins to the underlying gauge
invariance of massless spin-1 and spin-2 fields manifested as global conservation laws for
charge currents and energy-momentum tensor. For field theories on R4~ ! these conserved

1

currents decay slowly." These results originally derived for linearized perturbations also

'While these modes are present for planar AdS black holes with non-compact horizon topology, as

22



hold at the non-linear level as manifested by the fluid/gravity correspondence [22, 23].
While the study of the dissipative dynamics of long-lived quasinormal modes of AdS
black holes has a rich and storied history (cf., [97, 98] for comprehensive reviews), the cor-
responding discussion for the fluctuations of the long-lived modes (i.e., long-lived Hawking
modes) is less well developed. Our goal in this work is to provide a unified treatment of
the diffusive modes of AdS black branes and obtain an effective action governing their

dynamics.

2.1.1 Open quantum systems with memory

As outlined in chapter 1, we find it helpful to phrase the problem in the language of
open quantum systems following [61]. It was demonstrated in this work that holography
is a natural arena to study open quantum field theories by allowing one to compute
real-time QFT observables without the limitations of perturbation theory. Consider a
holographic field theory at finite temperature, e.g., N' =4 SYM, coupled to an external
probe. The probe which evolves as an open quantum system, carries in its effective
dynamics (obtained after integrating out the holographic system), an imprint of the
thermal medium’s correlations. Thus, the probe’s real-time dynamics should encode
both the dissipation in the plasma and the fluctuations it experiences. Consequently,
such a probe, if coupled to the CFT’s conserved currents, should be able to record the
long memory of AdS black holes. We seek to understand how open quantum systems
work in this non-Markovian regime where long-term memory is retained.

The simplest examples of such probes are quantum mechanical (0 + 1 dimensional
probes). Indeed, it was demonstrated in [99, 100] that external point particle probes
(quarks) exhibit stochastic Brownian motion in the plasma. More recently, building on the
proposal of [88] for computing real-time (Schwinger-Keldysh) observables in AdS/CFT
(see [85-87, 101, 102] for important earlier works on the subject), [60] were able to derive
the non-linear fluctuation-dissipation relations for the Brownian particle. Crucial in this
regard was the use of time reversal isometry that gives a clean construction of the Hawking
fluctuations from the in-falling dissipative modes.

Quantum field theoretic probes however are more interesting as the problem of con-
structing local open effective field theories remains a challenge using standard techniques
(see [61] for a brief commentary on this issue). In [61] it was shown that holographic
engineering of local open EFTs is quite straightforward. They considered a scalar probe
U coupled to a single-trace bosonic operator @ in the holographic field theory.” As
explained in §1.2.1, the ¥ effective action has coefficients that are determined by the

real-time correlators of . The latter can be computed using the gravity dual to the

explained in [96] one expects nearly long-lived modes in large AdS black holes.
2This discussion was generalized to fermionic open EFTs in [39, 93] and to rotating backgrounds in
[90].
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field theory Schwinger-Keldysh contour, the grSK geometry discussed in §1.3. For oper-
ators which have short-lived quasinormal modes, the correlations decay quite fast. The
thermal plasma viewed as a bath/environment for the probe field U has a very short
memory. We will refer to such probes as Markovian; they are forgetful and do not keep
a detailed record of the black hole state. Indeed, one of the reasons for the success in
the holographic modelling of Markovian open EFTs in [61] may be attributed to the fact
that holographic thermal baths scramble information optimally.

But there are other physical questions about open EFTs where there is a bath degree
of freedom which exhibits long-time correlations and has to be retained in the effective de-
scription even as the rest of the bath is integrated out. The non-Markovian behaviour of
this kind often happens for a physical reason: either because of a Goldstone mode emerg-
ing out of a spontaneous breaking of a continuous symmetry (e.g., holographic superflu-
ids), or because of the effect of Fermi surface with long-lived quasiparticles, or because
there is a conserved charge/energy /momentum whose relaxation happens at macroscopic
time scales as described above. It is interesting to ask what holography can teach us
about the structure of open EFTs in such situations.

Unfortunately, the most straightforward models which incorporate the kind of physics
described above are technically involved. They typically involve systems whose standard
description in the holographic geometry exhibits gauge invariance with its usual compan-
ions, Gauss constraints and Bianchi identities. Thus, study of the physics of Hawking
modes and fluctuations in such systems runs into two issues: one conceptual and another
technical. The conceptual issue is to come up with a way to think about the long-lived
part of the Hawking radiation (dual to hydrodynamic fluctuations) by decoupling it from
the short-lived part without spoiling gauge invariance. This should be distinguished from
the technical issue of making suitable choice of gauge to solve for the Hawking fluctua-
tions. For instance, much of the AdS/CFT literature uses a radial gauge, which is a poor
choice in this context [388]. Physically, one may understand its inefficacy by the fact that
the time-reversal isometry used to directly construct the Hawking modes in [60, 61] does
not preserve the radial gauge.

We aim to address both the conceptual and the technical issues, though it will prove
convenient to first decouple the two and address them independently. To this end, it will
prove helpful to first build intuition regarding the key physical aspects of non-Markovian
probes of black holes. We shall do so by analyzing a probe scalar field with suitably
dressed gravitational interactions. This allows us to decouple the questions of long-time
correlations from those of gauge invariance.

Inspired by the above, we introduce a class of models of scalar probes coupled to
a thermal holographic bath. These probes will be characterized by a single parameter
M which we will refer to as the Markovianity indexr. Probes with M > —1 will have

short-lived memory and behave analogous to the massive scalar probes studied in [61].
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’ These capture the essence

Probes with M < —1, however, retain long-term memory.
of the non-Markovian physics we wish to analyze. In the gravity dual we will model
such probes using a dilatonic coupling. The heuristic intuition is that one wants to
amplify the coupling of the field near the horizon where the thermal atmosphere of the
black hole is the strongest, thus amplifying the low-lying IR modes. Relatedly, we want
to suppress the coupling to the UV modes since the dynamics of the long-lived modes
such as those that appear in hydrodynamics are largely universal, and insensitive to the
detailed microscopic description. We will study thus a class of designer scalar probes
where the dilaton, which governs the coupling of the probe to the geometry, is a simple
function of the radial holographic coordinate and is characterized by M. The class of
models we study has been previously examined in the holographic literature in [103—105]
in the context of holographic RG flows and applications to AdS/CMT."

While the designer scalar parameterized by the Markovianity index is a convenient
proxy for analyzing the dynamics of non-Markovian probes, it also allows us to capture
the physics of gauge invariant degrees of freedom. Specifically, we will demonstrate that
the dynamics of holographic diffusion, be it charge or momentum, can be mapped to the
study of such scalars. This can be engineered by organizing the perturbation of spin-1
gauge fields and spin-2 gravitons in gauge invariant combinations, e.g., as carried out in
[106, 107] in the study of black hole perturbations. The designer scalar actions (along
with variational boundary terms and boundary counterterms) naturally descend from
the underlying Maxwell or Einstein-Hilbert dynamics for spin-1 and spin-2 fields respec-
tively. In other words, the scalar probes we study are effectively coupling to particular
polarizations of the boundary charge current or energy-momentum tensor. The Marko-
vianity index for charge diffusion is M = —(d — 3) while that for momentum diffusion is
M=—(d-1).

This gauge agnostic treatment has several advantages compared to earlier studies. In
the fluid gravity correspondence literature one treats the radial Gauss constraint(s) dis-
tinctly from the radial evolution equations. Solving the radial evolution equations usually
takes into account the effects of the fast Markovian modes whereas the hydrodynamics of
the long-lived non-Markovian modes is encoded within the conservation laws inherent in
radial Gauss constraints. For example, in the gravitational problem the diffeomorphism
Gauss constraints on the radial hyper-surface become the Navier-Stokes equations for the
dual CFT plasma. In contrast, we will solve all the bulk equations of motion including the
radial Gauss constraints in our discussion below. We will still keep the non-Markovian
fluid modes off-shell by turning on appropriate non-normalizable modes.

There is another way to understand the inefficacy of the radial gauge for gauge and

3The zero-point here has been chosen so that a minimally coupled scalar in AdSg,; has M =d — 1.
Our choice is engineered for a simple analytic continuation rule from Markovian to non-Markovian fields.

4We will also demonstrate that the models we consider may equivalently be viewed in terms of the
dynamics of scalar probes in thermal hyperscaling violating backgrounds, cf., §2.2.1.
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gravitational dynamics. The grSK geometry has two timelike boundaries which corre-
spond to the L and R (or bra and ket) components of the boundary Schwinger-Keldysh
contour. However, these are connected through the AdS bulk — one therefore finds only a
single radial gauge constraint. This automatically puts the difference Schwinger-Keldysh
fields on-shell and thus imposes the conservation of the difference currents. This is a
problem: if we attempt to derive a generating function for current correlators we end
up missing a degree of freedom from the difference current. One way to proceed is to
attempt to take this difference current off-shell. This is the choice made by [88, 108], who
do so by imposing an explicit source for the difference fields at the horizon. However, it
makes more physical sense to let the gravitational dynamics lead the way and impose all
the bulk equations of motion. Then one has a more natural parameterization in terms of
the boundary expectation values.

Having motivated the study of the designer scalar system, and its connection to the
dynamics of conserved currents of a holographic thermal baths, let us now describe what
should one compute, given the dynamics. For the Markovian sector with M > —1 it
is clear that one can follow as in [61] the usual rules of the AdS/CFT correspondence,
now uplifted to the grSK geometry, and compute the generating function of real-time
correlation functions (with Schwinger-Keldysh time ordering). For non-Markovian probes
such a generating function is guaranteed to be non-local — one is integrating out long-lived
modes. While this would be a fine approach to take, it is more conducive in the spirit
of EFT to ask if there is an alternative that allows us to derive a local effective action
for non-Markovian probes. We will show that there indeed is one, which is obtained
by a Legendre transformation of the generating function of connected correlators into
a Wilsonian Schwinger-Keldysh action parameterized by the non-Markovian operators
(or their expectation values in AdS/CFT parlance). We will demonstrate that such a
Wilsonian influence functional for real-time non-Markovian observables is well defined
and obtain an expression for the same at the quadratic order (in amplitudes). From
this functional one can of course obtain the real-time correlators for the non-Markovian
fields. We will indeed recover the known physics of diffusion as well as the stochastic

noise associated thereto.

2.1.2 Synopsis of salient results

To aid the reader in navigating this chapter, let us quickly record some of the salient

results we derive in the discussion below:

o We obtain the expected diffusive dynamics of charge and momentum recovering the

expected form of the retarded Green’s functions of charge and energy-momentum
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current. Specifically, for momentum diffusion we find the dispersion:

O_iw—ﬁrszrﬁrHar(z—Q)wQer (2.1)
which gives the famous shear diffusion pole.” The coefficient of the w? contains con-
tributions from two hydrodynamic transport coefficients kr and k, in the notation
of [62]. As generalizations, we compute the next order (cubic in gradients) term in
the retarded Green’s function and also obtain results that pertain to probes of hyper-
scaling violating backgrounds at finite temperature, cf., (2.441) for the general result

parameterized by the Markovianity index M.

e One may interpret our results for the retarded Green’s function in terms of the grey-
body factors of the planar Schwarzchild-AdS,,; black holes for photons and gravitons,
accurate to cubic order in a (boundary) gradient expansion. The relevant expressions
are given in (2.115) and (2.125), for photons and gravitons respectively. Our results
match with earlier derivations from holography [21, 109, 110] for energy momentum
and charge correlators. Explicit expressions for the stress tensor correlators of thermal
N =4 SYM plasma are given in (2.135) and (2.140), respectively.

« In addition we also derive the fluctuations associated with the dissipative modes using
the Schwinger-Keldysh formalism. We obtain the leading contribution (at quadratic
order) to the Hawking noise correlations associated with thermal photons and gravi-
tons. We package this information in the Wilsonian influence functional as mentioned
above. Explicit expressions for stress tensor correlators for N' = 4 SYM plasma can

be found in (2.136) and (2.141), respectively.

e One of the key technical insights of the discussion is a clean separation in systems
with gauge invariance of the Markovian and non-Markovian degrees of freedom. For
instance, for stress tensor dynamics we show that the non-Markovian transverse mo-
mentum diffusion modes can be cleanly separated from the Markovian transverse ten-
sor polarizations. This separation uses a classic gauge invariant decomposition of
linearized perturbations (cf., [106]) which has been employed in various studies of

gravitational problems over the years.

» Finally, a corollary of our work is a derivation of an effective action for diffusive modes.
In particular, we verify the structural form of the class L action for non-dissipative

coefficients conjectured from fluid/gravity transport data in [62].°

SHere Har(z) denotes the harmonic number function defined as Har(z) = fol 11__””; dz .

In the classification of hydrodynamic actions in [62], class L fluids are those which admit a La-
grangian description for their non-dissipative dynamics. In other words, their stress-energy densities,
modulo dissipative terms, can be derived via varying the corresponding class L action. See (2.143) for

the class L action they predict for holographic fluids.
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While we are not the first to ask these questions our treatment of the problem will
be quite different from the discussion in the literature hitherto for the most part. For
instance, the semi-holographic models of [I11] provided a template for analyzing the
effective dynamics of holographic systems with long-lived excitations. This motivated
[112] to provide a framework for understanding holographic liquids. Furthermore, [113,
114] attempted to derive effective actions for hydrodynamics using holography (primarily
in the non-dissipative sector at the ideal fluid level). Closely related to our present
discussion is the work of [88, 115] who used the grSK geometry to study effective dynamics
of charge diffusion. Our treatment here while having some elements of commonality,
differs substantially in that our primary focus is on the physics of outgoing Hawking
modes.” However, for the most part we will carefully analyze the physics of infalling
quanta. Once we understand this in a gauge agnostic manner, by exploiting the time-
reversal isometry discussed before, we can extract the outgoing modes efficiently.

In other words, we seek a treatment of the problem, that respects time-reversal prop-
erties, has a sensible local gradient expansion amenable to effective field theory analysis,
and captures the physics of long-term black hole memory. The fact that all of these can

be done self-consistently is a central thesis of our work.

2.1.3 Outline of the chapter

The outline of this chapter is as follows: In §2.2 we introduce the class of designer fields
which we use to characterize Markovian and non-Markovian dynamics. The reader will
find a succinct summary here of the connection to probes coupled to conserved currents.
The central thesis of our discussion of memory is given in §2.3. Here using the auxiliary
scalar system we explain the salient differences between Markovian and non-Markovian
probes, and explain how we should encode effectively the physics of probes which are
sensitive to the long-term memory of the black hole. §2.4 re-purposes the discussion of
[61] to describe Markovian probes, while §2.5 deals with non-Markovian probes. As we
describe in detail there, we do not resolve the dynamics of the non-Markovian probes,
but rather, exploit an analytic continuation in the Markovianity index to extract the
necessary physical information. In §2.6 we put together the intuition gleaned from the
designer scalar analysis and compute the two-point real-time correlation functions for
both Markovian and non-Markovian probes. In §2.7 we finally turn to probe gauge fields
and demonstrate that a suitable gauge invariant decomposition allows us to map their

dynamics to the designer scalars, and use this intuition to extract the physics of current

"On the field theory side there have been many constructions of the Schwinger-Keldysh effective
action for the hydrodynamic modes, see eg., [39, 47-55]. At the quadratic order, our effective action
agrees trivially with all these constructions. Since the non-trivial aspects of these constructions appear
only at the interacting level, a detailed comparison to these formalisms is not possible at the current
stage of our programme.
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correlators in the holographic field theory. In §2.8 we turn to the dynamics of transverse
tensor and vector gravitons and show that they too can be mapped to our designer scalars.
One of our central results which we describe in this section is the quadratic fluctuations
(including stochastic noise) of gravitons in the black brane background.

There are several supplemental appendices to the chapter which contain some of the
technical details. Appendix A contains various details related to our designer scalar
system which we draw upon in §2.4 and §2.5. Some of the details relating to gauge
field probes can be found in Appendix B, where we also describe the physics in the
(suboptimal) radial gauge. The reduction of gravitational dynamics onto our designer
systems is explained in Appendix C. In Appendix D we give the expressions for the
conserved currents in terms of the designer scalar fields, which may be employed to
directly compute the current correlation functions.

The appendices Appendix & and Appendix I contain salient details of incomplete

beta functions and plane wave harmonics, that we employ in our analysis throughout.

2.2 Designing gravitational probes with memory

The Schwarzschild-AdS,,; provides for us a holographic thermal bath which we wish to
probe. Our primary interest is in understanding probes that couple to the conserved
currents, global charge current or energy-momentum current, of the dual field theory
which exhibit long-lived diffusive behaviour. It will transpire that one can give a unified
presentation in terms of a scalar probe of the grSK background, albeit one that not
only couples to the gravitational background, but also to an auxiliary dilaton. We will
demonstrate below that the conserved current dynamics can be mapped directly on this
scalar system for a specific choice of the dilaton profile which depends on the nature of

the current.

2.2.1 Designer scalar and gauge probes

Our prototypical holographic probe field is what we call a designer scalar. It is a massless
Klein-Gordon field ¢,, coupled minimally to gravity and to a dilaton x,. Specifically,

consider an action of the form

1
Sds = _5 / dd+1$ /_g eXs VASDMVASDM + dey’ eXs = rM‘Fl*d (22)

The auxiliary dilaton which depends on a designer parameter M serves the purpose of
modulating the coupling of our probe as a function of the energy scale.” Depending on

the sign of M the coupling of the scalar to the geometry can be modulated across the

8Choosing M = d — 1 gives us a massless minimally coupled scalar, which was studied in [61].
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radial direction. For M sufficiently negative the scalar is weakly coupled deep in the bulk
relative to its dynamics in the asymptotic region. This mimics the modes of the dual
field theory which, say like the hydrodynamic modes, represent a small number of UV
degrees of freedom, but a large number of IR degrees of freedom. This heuristic is based
on the UV/IR dictionary of the AdS/CFT duality [116] along with the idea that bulk
couplings roughly correspond inversely to the number of CFT degrees of freedom. We
will later demonstrate that, quite amusingly, this simple family of scalar actions describe
a varied class of probe fields in the gravitational theory, which is our original motivation
to introduce it.

In Fourier domain, the action (2.2) gives rise to an equation of motion of the form”

2D (P D)+ (7~ K1) 0y = 0 (23)

We will argue that for sufficiently negative M, this system does indeed exhibit long-lived
correlations and hence gives a simple toy model for a bath with a memory. While this
might seem like an oversimplified model with no gauge invariance etc., we will see that
this system indeed captures the essence of many realistic gauge systems.

A second probe which we will examine in detail is a bulk Maxwell system, also dila-

tonically coupled, designed with an action of the form
1
Sav = 1 / Az /=g e €1PCyp, eXv = p? X = pMH3=d (2.4)

where Cqp = 2V[4Vp denotes the Maxwell field strength and V the 1-form potential.
We will demonstrate how this system with gauge invariance also exhibits long-lived cor-
relations associated with the physics of charge diffusion in the dual CFT. In particular,
we note that setting M = d — 3 corresponds to the standard Maxwell system. Further-
more, in a precise sense, we will exhibit how this gauge system can be reduced to the
scalar problem (2.2). This explains why we continue to employ the same symbol M to
characterize the Markovianity index for the designer vector.

Both the scalar and the gauge field will be taken to probe the grSK saddle geometry
(1.33). On this two sheeted geometry the Lagrangian density for the systems is integrated
over the grSK contour depicted in Fig. 1.3. Effectively, this means that the radial integral
is morphed into a contour integral [ dr — ¢ d( for the real-time part of the evolution.
We won’t write this out at the moment, since for the most part our analysis can be done

on a single sheet and thence upgraded onto the two-sheeted grSK contour.

9We have yet to formulate the variational principle, which involves specifying the boundary terms
for (2.2). In addition we will also have to introduce boundary counterterms. We will address these terms
in due course.
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Designer probes and hyperscaling violation: There is a useful metaphor that helps
to understand our designer scalar system and sharpens the intuition that the parameter
M allows for tuning the relative coupling of low and high energy modes of the field to
the geometry. Our designer scalar can be mapped onto the dynamics of a massless scalar
probing a thermal state in a Lorentzian hyperscaling violating background with z = 1.

More specifically, consider the following Einstein-dilaton action in d+1 dimensions which

has been analyzed extensively in [104] (see also [103]):
1 d+1 - b L _up
Sep = /d xv—g(R—i—Voex—g aAXaBX>
- - - 26 '
ith  Vy=(d+1-0)(d—-0 V=
with Vo= (d+1-0)(d~0), T3

which has a black hole solution

ds? = 7% (= f(br) r? dv? + 2dv dr + r° dx3)

_ d+1-6 (2.6)
bx — p~235 br) =1 — (1>
e r , f(br) = .
A massless scalar ¢, probing the geometry (2.6) with dynamics
/dd]“lx —g ebx 8 0ap,, O, , (2.7)
would map to the action (2.2) with the identifications:
- - 2 2a6
d—0=d, JW:d—l—@@ k ):d—l—. 2.8
* d—1 0+d—-1 (28)

As discussed extensively in the AdS/CMT literature (cf., [56] for an excellent review)
the Lorentzian hyperscaling violating geometries can be interpreted as RG flows arising
when we turn on dangerously irrelevant primaries. The IR dynamics in these examples
strongly deviates from the UV leading to emergent scaling dynamics at low energies. The
construction of designer probes is also reminiscent of attempts to understand holographic
duals of non-conformal branes [117] and Ricci-flat holography [118] using generalized

dimensional reduction [119].

2.2.2 Origins of the designer fields

Before we proceed, let us explain the rationale behind our choice of the designer fields.
The designer scalar and gauge field arise quite naturally when we consider the dynamics
of Maxwell fields and gravitons in the Schwarzschild-AdS;,; background. We give here
a quick synopsis of the salient statements deferring the details to subsequent sections.

We give a quick reference summary of the values of M obtained from the study of
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’ massless field ‘ Scalar sector ‘ Vector sector ‘ Tensor sector

Scalar d—1 — —
Gauge field —(d —3) d—3 —
Metric —(d —3) —(d—-1) d—1
Nambu-Goto (linearized) 2

Table 2.1: Values of M obtained for linearized perturbations of various fields of interest in Schwarzschild-
AdS,.1 background. Note that both positive and negative values of M are thus obtained.

various massless fields in the Schwarzschild-AdSy,; background in Table 2.1."Y More

specifically, the following statements hold, as we will demonstrate in due course:

—iwv+i k-x

1. The field [, ¢, , S solves the massless Klein-Gordon equation. Here S = e
is the plane wave on R?~1!. In particular, its definition includes the e~ frequency

dependence.'!

2. The 1-form V parameterized as

1 d ZNV :
a=1

solves the Maxwell equations §2.7.

Here V¢ denote the Ny = (d — 2) transverse planar vector waves with k;V; = 0 on
R?-11 They transform in the spin-1 representation of SO(d — 2) transverse to k and
represent electromagnetic waves polarized along black brane which quickly fall into the
brane. On the other hand, ¢, , corresponds to the radially polarized electromagnetic
wave grazing the black brane. The latter is a long-lived (non-Markovian) mode dual
to the charge diffusion mode in the CFT.

3. Finally, the spin-2 symmetric tensor combination

A ;. B 2 dxz d Al a « ks o o ) J
d0gap dz“dx :r/k 2700#1 dv]l]br—dr& Z:lgol_dVijLZ:lgod_lTijdx dz’ + ...

(2.10)
solves the linearized Einstein equations §2.8. The ellipses denotes the scalar polariza-

tions dual to the CFT sound mode, which we will discuss in chapter 3.

We have introduced T7; which are the transverse, symmetric, trace-free, tensor
plane waves on R 5! with k; T?; = 0 and Tf; = 0. They form a spin-two representation

of SO(d—2) transverse to k. There are Ny = 1d(d—3) such linearly independent tensor

00ur statement that M = —(d — 3) in the scalar sector of gravity requires careful interpretation, as
it primarily refers to the relative fall-off between modes with k # 0. We will explore this sector which
has qualitatively different physics in chapter 3.

11 QOur conventions for the planar harmonics are described in Appendix F.
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waves and they represent the in-falling graviton modes which decay very quickly. In
contrast, ¢ corresponds to the graviton modes grazing the black brane which fall in
slowly. They are therefore long-lived (non-Markovian) and are dual to the momentum
diffusion/shear modes in the CFT.

4. A corollary of points 2 and 3 above is that the gravitational perturbations in the tensor
and vector sector can be expressed in terms of a Klein-Gordon scalar and designer

2

vector with eXs = 1 and eX* = r*, respectively.

The proof of these statements will be given in §§2.7 and 2.8 and Appendices B and C.
The reader familiar with the study of linearized gravity in terms of the diffeomorphism
invariant combinations starting from the early work of Regge-Wheeler-Vishweshwara-
Zerelli [94, 120-122] and the more recent analysis of Kodama-Ishibashi [106, 107] will
find our parameterization natural. These have been adopted in the AdS/CFT literature
in the course of the study of quasinormal modes and linearized hydrodynamics [98, 123—
126]. We will outline the connection with these works when we explain the derivation
of the designer system. While the discussion in the main text will be in terms of gauge
invariant variables, we have chosen to write the gauge field and metric in (2.9) and (2.10)
in a particularly convenient gauge fixed form (in a Debye gauge).'”

We note that the perturbations (2.9) and (2.10) are written in terms of the time-
reversal covariant derivations introduced in §1.3, see (1.42). In particular, the derivative
operator dvIDy — drd, is the natural operator built of Z, covariant 1-forms and Z,
covariant derivative operators. This operator is odd under the time-reversal Z, isometry
v — 18¢ — v. This fact will play a crucial role in our analysis.

The field equations for the designer fields under discussion are also invariant under this
isometry. More precisely, one gets an action of this Zs on the space of solutions as follows:
if .. (¢, w, k) is a solution of (2.3), then it can be shown that e %*¢ ¢, (¢, —w, k) is also a
solution as mentioned in §1.3. Depending on the physical problem under study, the field
©,. can also have an intrinsic time-reversal parity which means that we will sometimes de-
fine the time-reversed solution with an extra minus sign, i.e., we take —e %< 0, (¢, —w, k)
to be the time reversed solution. In the example above, given that dvID, — dr 0, is odd
under time-reversal, the intrinsic time-reversal parity of ¢, , and ¢, , are opposite to
each other. Similarly, ¢, , and ¢, , fields above should also have opposite intrinsic
time-reversal parity.

Having introduced our two designer systems, in the following section we will examine
the central features of each of them. In particular we will demonstrate how seemingly

identical designer models capture drastically different physics based on the value of M.

12Gimilar statements hold in global AdS;,; where the different gauge and gravitational perturbations
can be reduced to scalar fields with different Ricci-shifted mass terms [127] (cf., [106, 107]). Note that
therefore our decomposition is background dependent; the dynamical content captured in our designer
scalars should be viewed as being tailored to the specific background of interest.
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2.3 Markovianity and lack thereof: memories lost

and regained

As already mentioned, it will transpire that the designer gauge fields can be mapped with
a suitable parameterization onto designer scalars. Therefore it will suffice for us to explore
the designer scalar dynamics in some detail, and thus realise lessons valid for both classes
of designer systems at a go. In this section we will begin exploring some general features
of the designer scalar, emphasizing the key differences between models with M > —1 and
those with M < —1. We will argue that the former correspond to Markovian probes while
the latter are Non-Markovian probes which carry non-trivial memory far into the future.

Since our aim here is to delineate the salient, universal features of the model, we
will analyze the wave equation (2.3) in the Schwarzschild-AdSy,; background directly in
the standard radial coordinate parameterization. Translation to the grSK saddle will be
straightforward once we understand the central features of the solutions. To this end, we

work with the wave equation written out more explicitly in the form:

d M+2 dep,, . d /oy M AP 2 M-2 _
dr(r I )™ 5(74 Q'OM)—HN ar | TR e=0 (211)

2.3.1 Analytic versus Monodromy modes and their interpreta-
tion
Let us first characterize the solutions of the differential equation (2.11). To begin with,

set w, k to zero and look for solutions that are constant along the boundary. We have

then a homogeneous second order ordinary differential equation

d( yie,.d

— — =0 2.12

dr (r fdr (’07“) ’ (2.12)
whose general solution is of the form

13 yd72 dy
W= [ IO
eetio Y (y? — 1)

p =s(M+1) do
peti0 1 —p

(2.13)

where 7. > 1 is the radial cutoff chosen to regulate the UV region (§. and p. similarly
defined).

Let us note some crucial features of this solution:

o When ¢,, = 0, the solution is analytic and ingoing at the future horizon. When uplifted
to the grSK geometry by replacing r(¢) this solution is smooth. In particular, it does
not have a branch cut — it is identical on both sheets of the grSK saddle.
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e When ¢, # 0, the solution has a logarithmic branch cut at the horizon r = % This is
evident from the change of variables to the dimensionless p coordinate. If we start off
with a value of (cq, ¢;,,) on one sheet of the grSK saddle, then we pick up a monodromy
from the logarithmic branch-cut as we cross over to the other sheet. Specifically, ¢, gets
shifted by an amount proportional to ¢,,, while ¢,, is unchanged, under this crossing,
ie.,

271

=t T l®) = s call) = i (2.14)

Hence we will refer to the two modes multiplying ¢, and ¢, as the analytic and mon-
odromy modes, respectively.
Based on the above, we can equivalently parameterize the general solution of the

homogeneous equation (2.12) in terms of the boundary values J;, and J; as

13 yd—Q—M dy

2.15
iyt —1 (2.15)

d
0

M

We note that the function multiplying J; — J;, behaves as r=~! near conformal boundary

of AdS. Therefore, turning on Jy — J;, is equivalent to ‘dressing’ the original analytic

solution by adding a solution which behaves as !

near infinity. Clearly, the nature
of the solution depends on whether the dressing decays or grows at large r. This leads

us to the two advertised cases of Markovian and non-Markovian dynamics, respectively.

2.3.1.1 The Markovian case: M +1 >0

Let us first examine the case where M + 1 > 0, which we term to be a Markovian probe,
for reasons that will become clear soon. For such a designer scalar turning on Ji — J, is
equivalent to turning on a normalizable mode. The monodromy mode sourced by Ji — J,
is sub-dominant at large r relative to the analytic mode. We furthermore recall from [61]
which analyzed a massless Klein-Gordon field, a particular exemplar with M =d—1 > 0,
that turning on J; — J, turns on Hawking radiation in the bulk which is ultimately a
normalizable mode in the black brane background.

Let us understand the implications of this statement for the grSK saddle. An imme-
diate consequence of the normalizability is that on the grSK geometry, a double Dirichlet
boundary condition problem, which specifies the coefficient of non-normalizable mode
near both the left and right boundaries, is thus well-posed. Specification of J; and J,
uniquely determines the bulk solution. This should be viewed as the SK version of the
standard boundary condition in AdS/CFT. Moreover, inspection of the wave equation
(2.11) makes clear that this conclusion holds even when w, k # 0 and thus the solutions
to the differential equation can be obtained order by order in a long wavelength, low
frequency, expansion (as illustrated in [61] for massive Klein-Gordon fields).

The classical picture from the study of the wave equation can easily be upgraded to
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the quantum realm. The designer system can be quantized by performing a path integral
over the normalizable modes, taking them off-shell in the process, whilst leaving the
left and right non-normalizable modes (the sources) frozen at the respective boundaries.
Since the normalizable modes, by definition, have a finite action (with the addition of
suitable counterterms as usual), they contribute to the semiclassical path integral with
an amplitude determined by the said action. Summing over all the off-shell modes leads
to an answer which is a functional purely of the non-normalizable sources. This is the
standard GKPW [17, 18] dictionary of AdS/CFT applied to the grSK saddle, as indeed
argued in [61] for M =d — 1.

2.3.1.2 The non-Markovian case: M+1<0

Let us turn to the case M + 1 < 0. Realize that turning on J; — J, is now tantamount
to turning on a non-normalizable mode that grows at infinity as ™I=!. In the most
general solution at zero derivative order, the coefficient of this growing solution (¢, in
(2.13)) is the same on both left and the right branches of the grSK geometry. Thus,
imposing double boundary conditions on non-normalizable modes has no solution at the
zero derivative order! Again for reasons that will become clear shortly, we will term such
a designer field with M + 1 < 0 where this phenomenon happens as a non-Markovian
probe.

How should one proceed in this case? One may wish to change the boundary condi-
tion to freeze the growing mode. This would clearly work and would involve changing the
variational principle to keep the mode parameterized by c¢,, to be frozen. Operationally
this is a Legendre transformation on the space of boundary conditions, akin to the choice
made for highly relevant operators [128] or multi-trace deformations in AdS/CFT [129].
Indeed, explicit computations reveal that the non-normalizable modes start differing on
the two branches as we go to higher orders. This would however have to be done at the
expense of abandoning the gradient expansion and letting ¢,, have non-analytic depen-
dence on w and k. With these changes we would be able to write down a solution with
double boundary conditions on the non-normalizable modes. With these modifications
one could come up with an ‘alternate’ GKPW dictionary for such probes, enabling us
thereby compute their Schwinger-Keldysh correlation functions.

It is however worth reflecting on the physics prior to abandoning the gradient expan-
sion altogether. The failure of the long wavelength, low frequency expansion in the bulk,
is indicative of the fact that there are slow propagating degrees of freedom in the probe.
These prevent us from approximating the correlators by contact terms at long distances
and times. In other words the system retains memory of its origins, justifying the char-

acterization of such designer probes as non-Markovian."> Attempting to solve the bulk

13 Analogously one justifies the characterization of the Markovian probes discussed in §2.3.1.1 — such
probes retain no memory and have no lasting effect on the system.
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problem with double boundary conditions on non-normalizable modes is tantamount to
integrating out these slow degrees of freedom by going beyond the derivative expansion.

But what if we did not want to integrate out these modes? We might want to freeze
the slow modes and integrate out only the fast modes (as in the derivation of the Born-
Oppenheimer effective potential for nuclei). The latter can be tackled in a gradient
expansion. With this motivation, we ask what is the class of solutions in the bulk SK
geometry where a derivative expansion is possible? As we will explain now, there is

indeed such a class of solutions.

2.3.2 The well of memory: hydrodynamic moduli space

As we have seen the non-Markovian probes are characterized by the presence of long-lived,
low lying, Goldstone type modes which if integrated out lead to a non-local functional of
the boundary sources (the generator of connected correlators). We will now give a precise
characterization of how to deal with such modes and use them to define a low energy
moduli space. Since such modes appear in the study of designer probes arising from
gauge or gravitational perturbations, which in the dual field theory, corresponds to the
dynamics of conserved currents, we will refer to the low energy space as the hydrodynamic

moduli space.

2.3.2.1 Analytic continuation into the hydrodynamic moduli space

To begin with, a mathematical characterization of solution to the non-Markovian probe’s
equation of motion, may be obtained via an analytic continuation in the designer ex-
ponent M from positive to negative values. When M is in the Markovian regime as
argued in §2.3.1.1 we can set-up double Dirichlet boundary conditions on the (analytic)
non-normalizable modes and a solution may be obtained order by order in the gradient
expansion. Furthermore, as in the fluid/gravity correspondence [22, 23], given slowly
varying non-normalizable data on the two boundaries, call them J; and J;, respectively,
as in (2.15), one can write down a solution of the grSK geometry which admits a local
series expansion in derivatives along the boundary. The main point to note here is that
the normalizable modes are fixed completely at each order in this gradient expansion
in terms of the pair of non-normalizable data Jg, J;.. For the non-Markovian probe we
propose to take the Markovian solution for a given M > 1 and analytically continue it to

a non-Markovian solution with M < —1."*

For the most part of our discussion we will focus on M < —1 non-Markovian fields, omitting a
detailed analysis of the marginal case M = —1. The issue in this case is that the asymptotic behaviour
is analogous to minimally coupled massive scalars at the Breitenlohner-Freedman bound, viz., solutions
with an admixture of a logarithmic mode. Note M = —1 is physically realized for a probe Maxwell field
in Schwarzschild-AdSs background.
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The analytic continuation in the exponent M from the Markovian to non-Markovian
regime, roughly speaking, flips the normalizable and the non-normalizable pieces. More
precisely, the normalizable modes on the Markovian side analytically continue to non-
normalizable modes on the non-Markovian side. On the other hand, as we will argue
now, the non-normalizable data, J; and J, on the Markovian side analytically continue
into normalizable Wilsonian Schwinger-Keldysh effective fields ®,, and &)L, respectively,
on the non-Markovian side.

To see this, note that by analytic continuation we do indeed obtain a space of solu-
tions for the non-Markovian system parameterized by a pair of boundary data, {&DR, i)L}
Moreover, the solutions are, by construction, obtained in a gradient expansion in these
boundary parameters. This space of solutions constitutes the hydrodynamic moduli space
parameterized by the effective fields {&)R, i)L} In any such solution we can determine the
doubled non-normalizable data in terms of these hydrodynamic moduli. This is equivalent
to determining the hydrodynamic equations of motion for {&)R, i)L}

In fact, the non-normalizable mode is determined as a derivative operator acting on
<T>R7L. This, in turn, means that if we want to set the non-normalizable modes to zero
(or any fixed value for that matter), these fields should satisfy appropriate differential
equations. At a linearized level, in the Fourier domain, setting the derivative operator to
zero results in a dispersion relation for these fields parameterizing the boundary degrees
of freedom of the non-Markovian field. We will see that the dispersion relation for the

designer scalar takes the form of a diffusive mode, of the form:

47 (IM] + 1)

w =

Tk:2+--- (2.16)

leading to a diffusion constant D = yr( For gravitational perturbations in the

d
|M|+1) T
vector sector which give rise to the momentum diffusion mode, using M| = d — 1, from

Table 2.1 we find D = ﬁ which is a rewriting of the famous relation for the shear
viscosity since D = Iz = 7. [19]. We will actually demonstrate a more remarkable

fact: the non-Markovian dispersion relation can be obtained by analytically continuing
the retarded Green’s function of the corresponding Markovian field, cf., §2.5.3.

The Schwinger-Keldysh Green’s function for the non-Markovian probe can be then
obtained by solving the hydrodynamic equations for i)R’L and inverting these moduli
in terms of the doubled non-normalizable data. In this approach, at the first step one
obtains the bulk solution as a local expression in terms of the fields iR,L. The non-
locality of the SK correlators appears only in the second step where we solve for &)R,L
in terms of the appropriate non-normalizable sources. These two steps then have a very
natural Wilsonian interpretation: the first step involves integrating out the fast modes
and parameterizing the solution in terms of the state (because these are normalizable

data) of the slow modes. In the second step, we then solve for the slow modes in terms
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of their sources which give rise to correlations over long distances and times.

These facts justify why the intermediate objects <f>R7L can be interpreted as the ef-
fective fields on the Schwinger-Keldysh contour. Our strategy may be summarized as
starting in the forgetful sector and analytically continuing into the hydrodynamic mod-
uli space, regaining memory when we finally solve for the dispersion of the long-lived,
low momentum, hydrodynamic modes. This picture characterizes, quite universally, the
essential physics of diffusive dynamics.

Equivalently, one might be interested in the local Wilsonian Schwinger-Keldysh effec-
tive action which yields the above hydrodynamic equations for non-Markovian probes.
This can be done by deriving the Legendre transform of the on-shell action parameterized
by non-normalizable modes. As we will argue later, freezing non-normalizable modes at
the AdS boundary requires one to quantize the non-Markovian probes with Neumann
boundary conditions. In turn, one requires a variational boundary term to the free de-
signer scalar action (2.2) to impose such a Neumann boundary condition. Fortunately, the
Legendre transform we are after cancels the aforementioned variational boundary term.
Thus, a direct on-shell evaluation of the free designer scalar action (2.2) in terms of nor-
malizable modes {iDR, <i>L} will give us the required local Wilsonian Schwinger-Keldysh
effective action.'” As we elucidate below, this Schwinger-Keldysh effective action is the

Wilsonian influence functional advertised at the onset in chapter 1.

2.3.2.2 Observables on hydrodynamic moduli space

A general system would have both Markovian and non-Markovian modes interacting with
each other. As a prototypical example, one can consider dynamics of energy-momentum
tensor in a CFT, which is dual to gravitational Einstein-Hilbert dynamics. The tensor
sector of the energy-momentum dynamics is Markovian, but the vector and scalar sectors
are non-Markovian (see Table 2.1). These sectors interact with each other (beyond the
quadratic order) due to the non-linearities of gravity. We would like to characterize the
observables in such a system.

We can parameterize the Markovian field data with non-normalizable sources {Jg, Ji}.
The non-Markovian sector we continue to parameterize with the right /left (normalizable)
hydrodynamic moduli {CiDR, (i)L} introduced above. The full bulk solution can be param-
eterized in terms of this data in a boundary gradient expansion.

Evaluating the on-shell action of this bulk solution we will get a local action, viz.,

I5For a free massless scalar one sees that the change from the Dirichlet to Neumann boundary con-
ditions involves a variational boundary term ¢d¢, which is the product of the field and its conjugate
momentum. The Legendre transformation switching between the generating function of correlators and
the Wilsonian effective action parameterized by the normalizable modes requires an addition of —@d¢,
which exhibits the fortunate cancellation alluded to above.
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something which takes the form:
SWIF |:JR7 JLacf)Ra éL:| = /ddfl; EWIF JR7 JL7 (i)R7(i)L:| ) (2'17)

where Swyir is the Wilsonian influence functional for the hydrodynamic moduli. We can
add non-Markovian sources, {jR, jL}, to this action and obtain the hydrodynamic equa-
tions for {&)R, &)L} in the presence of these sources. Alternately, as explained in §2.3.2.1,
we may obtain these hydrodynamic equations by looking at the non-normalizable (source)
data for the non-Markovian sector in the full bulk solution. Furthermore, the normaliz-
able data for the non-Markovian sector yield the expectation values of the hydrodynamic
moduli, i.e., for the dual gauge invariant boundary operators (single trace primaries).

Our procedure is similar in spirit to the holographic Wilsonian renormalization group
[130, 131] and semi-holographic models [111]. There, one first solves for the bulk dynamics
with Dirichlet boundary conditions at some intermediate radial position (corresponding
to mixed boundary conditions at the AdS boundary) and thereafter integrates over the
chosen Dirichlet data on this fiducial surface. Closer in spirit is the seminal discussion of
[112] who were interested in deriving the universal low energy dynamics of holographic
liquids.

Our main goal in the rest of this chapter is to explicitly construct the space of solutions
advertised above, order by order in a gradient expansion, for the designer scalars and
gauge fields, and establish a clear link to the advertised physics of charge and momentum
diffusion. We will obtain from our analysis the Wilsonian influence functional (2.17) in
these models, which serves as our input to the integral over the hydrodynamic moduli
space. In the following sections we will implement this exercise at the quadratic order

for probe scalars, gauge fields, and gravitons.

2.4 Time-reversal invariant scalar system 1: Marko-

vian dynamics

We now turn to a detailed analysis of the designer scalar system introduced in §2.2. We
first elaborate on the construction of the ingoing solution which is analytic at the horizon.
We have already explained that there is a unique analytic solution once we fix the overall
normalization, albeit one that has a very different interpretation depending on whether
we are dealing with a Markovian (M + 1 > 0) or a non-Markovian (M + 1 < 0) probe.
For the Markovian fields as explained in §2.3.1.1 an asymptotic Dirichlet boundary
condition serves to uniquely pick out the analytic Green’s function with fixed normaliza-
tion. Once we have the ingoing Green’s function we can determine the outgoing Green’s

function by exploiting the time-reversal isometry (1.42) of the geometry.
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With this understanding, we will now describe the explicit solutions for the ingoing
Green’s functions in a gradient expansion along the boundary for Markovian scalars
M > —1. We work in the Fourier domain and denote by G (w,,k) the solution that is
analytic at the horizon. In the Markovian sector, this is the retarded boundary to bulk

Green’s function which encodes the infalling quasinormal modes of ¢, .

2.4.1 Ingoing solution in derivative expansion

We parameterize G in a derivative expansion as follows: '

Gin = e_imF(M7§) - q2 Hk‘(MaS) - m2 Hw(Ma 5) +iw q2 [k‘(Mag) + Z.mg ]w(M7 6) + o )

M

(2.18)

where we have introduced dimensionless variables,
=0 —iﬁ —bk—iﬁk E=0 (2.19)
B 47 o 1=08= 4o - '

In writing the expansion we have exploited the fact that the spatial reflection symme-
try of the background guarantees the absence of terms odd in the momenta k and have
restricted attention to the first three orders in the gradient expansion. The choice of

parameterization above, where we separate out the factor e~ F(¢)

is made to simplify
the structure of the gradient expansion. Our parameterization is largely inspired by the
fluid /gravity literature especially [132].

We employ the following normalization convention for our ingoing Green’s function,
demanding,

lim G

E—o0

(w7 Ty k) =1, (2.20)

in
M

and that G (w,r, k) be analytic everywhere. This implies that in the Markovian case of
M > —1 we will simply require the functions F', Hy, H, and other higher order gradient
terms to vanish asymptotically. Thus we seek purely normalizable solutions to the wave
equation (2.11) at higher orders in the derivative expansion. The non-Markovian results
will be obtained by analytically continuing in M.

Plugging in our ansatz (2.18) into (2.11), we get a hierarchy of radial second order
ODEs of the form:

() a0 221

where § is a placeholder for a function that appears at some order in the gradient ex-

16The expressions can be made much more compact by passing to the dimensionless p coordinate
(1.37). We however stick to the radial variable as it is more familiar in the black hole context.
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pansion and J refers to the ‘source’ constructed out of lower order terms in the gradient
expansion. We therefore need to invert the differential operator %(TM“ f %) which
bears a close similarity to the fluid/gravity discussion of [22].

Moreover, we already know the two homogeneous solutions of this differential operator
from (2.13). The constant mode is analytic while the monodromy mode is singular at
the horizon. Hence the solution to the (2.21) is unique at any order in the derivative
expansion.

The strategy to find this unique solution is then straightforward: we start with a
particular solution to the equation and subtract from its derivative a piece that is a
multiple of TM%, so as to make it analytic, and then integrate it back up. In the final
integral we impose the vanishing of the functions at infinity. Schematically, we have (we

use the dimensionless variable ¢ in the expressions below):

56 = [[ s [ (2.22)

Since the inner integral usually involves the difference of function evaluated at some radial
position from its value at the horizon, we will introduce a shorthand notation for this

combination by decorating the symbol with a hat, viz., for any §F(M, &) we define
FOM,€) = FOME) = F(OM, 1) (2.23)

It is amusing to write the iterated integral expression in (2.22) as follows in the p

coordinate of (1.37):

po_pUEO-L 5 1

3([)):/0 dpil_ﬁ /ld(p)dp, 5= (2.24)
This is a Bose-Einstein integral. (For more direct verification introduce a further change
of variables p = e~*). This suggests a formal analogy between the solutions to the wave
equation in the black hole background to the Chapman-Enskog and Grad moment meth-
ods for solving the Boltzmann equation by perturbing around the equilibrium Maxwell-
Boltzmann distribution (cf., [133]). The really curious fact, though one we are quite used
to from AdS black holes, is that the wave equation immediately is aware of the statistical
distribution functions. In a certain sense the above form suggests that the black hole
solution itself should be viewed as a condensation of gravitons distributed according to

bosonic statistics, with the radial direction playing the role of an energy scale.

2.4.2 Explicit parameterization of ingoing Green’s function

Proceeding in a manner described above, we reduce the problem to the following set of

equations for the functions {F, Hy, H,, I}, I,} that appear at the first three orders in
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the gradient expansion. The first two of these satisfy a simple first order equation after
integrating up once, see Appendix A.1.
The differential equations above can be solved using incomplete Beta functions B (a, 0; p)
with one of its arguments being zero.!” To keep our expressions compact we will write
1

the solutions using the shorthand s = 5 and use the dimensionless p coordinate (1.37).

For the functions F' and Hj we immediately find:

F(M,€) =sB(s,0;p) =s B(s(M +1),0;p) ,
. (2.25)
H,(M, §) = N—1lP (25,0;p) =B(s(M +1),0:p) | -
They satisfy the defining ODE obtained from (2.11) at O(w) and O(k?), respectively.
The differential equations themselves can be found in (A.9).
The solution for H,, can be also written down directly, but it is helpful to first define

a new function A(M, p) via
AOVLE) =5 B(s(1— M), 0:p) — s B(s(1+M),0:p). (2.26)

This combination is antisymmetric in M — —M and is introduced to simplify aspects of
the analytic continuation from the Markovian to the non-Markovian case. It too satisfies
a simple ODE (A.11). We parameterize the solution for the function H,, in terms of A

as

H,(M, &) =s B A(M, p) — A(M, 1)] B (s(1 + M), 0;p)
(2.27)

s? & 1 1
— — B 2s,0;p) .
T3 Z(n—i—s(l—M) n—l—s(l—l—M)) (n+25,0;p)

n=0

One can check that this function satisfies (A.10) and the boundary conditions (2.20).

A similar analysis applies for the third order functions I, and I, which are sourced by
H, and ﬁw, respectively. The reader can find the details in Appendix A.1, where we solve
the equations using similar tricks; for instance we introduce new functions A, and A, in
parallel with A to simplify the analytic continuation and extraction of asymptotics.

All of the functions {F, H,,, Hg, 1, I;;} vanish as a power law for Markovian probes
(M > —1) as we approach the asymptotic boundary. In particular, we have up to the

second order:

FOM) ~0(67"), HoM & ~0(62), H(ME~O0(¢7?),  as £ oo,
(2.28)

The complete series solution is in fact easily read off using the defining series represen-

17Some basic facts about this subclass of incomplete Beta functions are collected in Appendix I.
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tation of the incomplete beta function (E.1). The non-trivial behaviour is that of the

auxiliary function A(M,¢) which one can check asymptotes as (for M > —1)
A(M, &) ~ O(fM_1> : as £ = 0. (2.29)

This is in fact one reason for introducing the function (and others of its kind at higher
orders) — one can use it to isolate the modes that grow rapidly as we approach the
boundary.'*

With this data the ingoing Green’s function for the Markovian problem can be written
down given the parameterization in (2.18). As noted above there are no subtleties with
the asymptotic behaviour since these modes satisfy the standard Dirichlet boundary
conditions at the AdS boundary (and the source has been fixed to unity). To extract the
boundary correlators we need to supply some counterterms as function of the boundary

sources as usual. We turn to these issues next.

2.4.3 Counterterms and boundary correlators: Markovian scalar

To wrap up the discussion, and to obtain the boundary observables, we will give a quick
summary of the canonical conjugate momentum of the designer scalar system (2.2). For
the Markovian probe the canonical conjugate is simply the normalizable mode, whose
large r expansion yields the expectation value of the dual single trace primary of the
boundary CFT."

For the action (2.2) the momentum conjugate to radial evolution is given by the
normal derivative. Letting n?* be the unit spacelike normal to the fixed r hypersurface,

and 7y, the induced timelike metric on the hypersurface (see §1.3), we have the projected

derivative
Oy =n' 1 p
nSOM =N VAQOM = r\/T +80M7 (230)
in terms of which the canonical momentum density is given by
Ty = —v/—7€¢ O, = —1" Dy, (2.31)
Mt1-d

where we used eXs =1
As is often the case in AdS/CFT we are interested in the renormalized value of
this canonical conjugate density evaluated on the ingoing solution, given in a derivative

expansion. An explicit computation gives up to the third order in gradient expansion the

8There is another more important reason: the analytic continuation to M < —1, which we will
describe in §2.5.

19Tn the non-Markovian case one will instead be dealing with the source of the dual field theory (at
a given point in the hydrodynamic moduli space).
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following;:

M in __
r ID)+GM =

Sy T w(aoten+ P Apet
T aaT) I Ty T ( ,7‘)+M_1— (M, 1) (2.32)

— 2it {q2 H,(M,y) + 0 H,(M, y)Ejr +e } G
We have organized the result to isolate the terms that are pure UV effects from the point
of view of the boundary CFT and those that have non-trivial knowledge of the black hole
(and thus IR physics in the CFT). In the first line we have collected a set of terms where a
temperature-independent operator acts on G7.. In the Markovian case with —1 <M < d,
these vacuum UV contributions, which diverge as r — oo, whereas the last two lines have
a finite limit. In making this statement, we have used the asymptotic expansions given
in (2.28) and (2.29).
To remove the vacuum contribution, we add, as usual, counterterms to our original

action. The correct counterterm we need to add can be inferred from the above expansion
1 d+1 A o d
Saslpn] = 3 / day/—g e Vi, Vap,, — % / d®x /=y X Y 0,0,.0,0,, -
(2.33)

One can check that the desired counterterm coefficient is fixed by the asymptotic be-
haviour of the solution to be .

@) = 2.34

T T M- (2:34)

Including this boundary counterterm, the renormalized canonical conjugate density to

Y, 18

1 1
M M—1 2
T ron = —T D+SOM — m f T (8181 — f8v> P (235)
Note that we have only retained the counterterms till quadratic order in the gradient
expansion. Higher derivative counterterms may be necessary depending on M and the
spacetime dimension.

To cubic order, we can finally give the expression for the renormalized retarded bound-

ary two-point function, K"(w, k), of the operator dual to the field o, . We find taking
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the asymptotic limit:

K (w, k)=~ lim 7

T—00

M ren

1 2
= B {—im — J\/[q_ = r?A(M, 1) + 2i o [qQHk(M, 1) + w? H, (M, 1)} 4. }

(2.36)

The explicit values of the functions appearing in the gradient expansion at the horizon
are given in (A.25) and (A.26) using which we can write down an explicit formula for the
retarded boundary correlator for a Markovian scalar with Markovianity index M dual
to a field theory operator in d spacetime dimensions. This is the central result for the
Markovian sector. We will use it later to compute the full set of thermal Schwinger-

Keldysh correlators from the grSK geometry in §2.6.

2.5 Time reversal invariant scalar system 2: non-

Markovian dynamics

We have understood the Markovian designer scalar as a generalization of the massive
scalar probes studied in [61] and now are in a position to tackle the non-Markovian probe.
As noted in §2.3.1.2 we are not allowed to simply impose Dirichlet boundary conditions
in the non-Markovian case. The analytic solution is normalizable at leading order in the
gradient expansion to begin with. As we proceed in the gradient expansion we would need
to additionally turn on appropriate non-normalizable modes to support the normalizable
mode. This is a tedious way to proceed. Fortunately, as explained in §2.3.1.2 we can
sidestep the issue by demanding that the non-Markovian solution for a given M < —1
be related to a Markovian solution for a corresponding value —M > 1.?" Per se, this is
merely a convention for parameterizing the solutions: any other parameterization can be
related to our prescription by a field redefinition of the non-Markovian modes, which is
always permitted.

Before we embark on our analysis let us pause to make a note regarding our termi-
nology. Our use of the adjectives ‘normalizable’ and ‘non-normalizable’ refers a-priori
to the particulars of the fall-off behaviour of the mode functions. A mode that grows
as r — oo will be classified as non-normalizable if its near-boundary expansion starts
off with a non-negative exponent. These are modes we imagine having to freeze at the
AdS boundary and taking them to specify the boundary conditions for radial evolution.
How we treat such modes and construct a classical phase space and thence the Hilbert

space by imposing canonical commutation relations depends on boundary conditions,

20For technical reasons we will refrain from considering the special values M = £1 in our discussion.
This is an interesting degenerate class that should be dealt with separately.
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counterterms etc., which dictate what the inner product ought to be. We will of course
see in a while that our adjectives are indeed appropriate, as we will exhibit a well defined

variational problem for the non-Markovian fields with Neumann boundary conditions.

2.5.1 Parameterization of the ingoing solution

We will start with the explicit solutions for the ingoing solution in a gradient expansion
along the boundary for our non-Markovian scalars M < —1. We will continue to work
in the Fourier domain and denote the inverse Green’s function which is analytic at the
horizon by G™ (w,r, k). This function is no longer the retarded boundary to bulk Green’s
function describing the infalling quasinormal modes of ¢_, . Rather it corresponds to the
inverse Green’s function, which gives the sources in terms of field expectation values. In
other words, this is the derivative operator that defines the hydrodynamic equations.

We parameterize G™ (w, 7, k) in analogy with (2.18)

Gn = e FENO ] g2 Hy (=M, €) — o2 Ho, (=M, €)

(2.37)
+ivog® (=M, &) + i’ I(=M, &) +---|.

We may once again follow the steps outlined in §2.4.2 and solve for the functions order
by order in a gradient expansion.

Fortunately, we have already done the heavy lifting. We can now reveal the rationale
behind the function A(M, ¢) which we had introduced in (2.26). We recall that it was
antisymmetric in M — —M. As a result it allows us to find the analytic continuation of

{F, Hy, H,} from positive to negative values of M. It is straightforward to verify that:

F(_va) = F(Maf) - A(M7€>7
—1

M

Ho(-M6) = ~HL(M€) + AQE 1) ADLE) — 5 AOLEP

1

Hk:(_M> 6) =

For M < —1 (the non-Markovian case) we use these definitions for the analytic contin-
uations. Expressions at higher orders may similarly be derived, cf., (A.15) which are
relevant at the third order. We will need these for the construction of boundary observ-
ables. This completes for us the specification of the ingoing inverse Green’s function at

the first few orders in the gradient expansion.

47



2.5.2 Inverse Green’s function and dispersion relations

Armed with G™ = we can proceed as suggested in §2.3.2. The primary novelty in our
discussion appears in the treatment of non-Markovian fields, the Markovian sector being
a simple extension of the analysis in [61] as discussed hitherto in §2.4.3. We will proceed
to delineate non-Markovian observables, elaborate on some of the points made in §2.3.2
and extract the dispersion relation for these long-lived modes.

Let us examine more closely the derivative expansion for the non-Markovian ingoing
inverse Green’s function G™ (w, 7, k). We use the parameterization (2.37) which we write
out explicitly using (2.38), as

in - t’ 2 9 2
G" =1—inF(-M) - 7F(—M,£) —q° Hp(—=M, &) — o H,(—M, &) + - -
2

1 i PO — 5 FOMEP + 3 o FLOGE) +10° HLOLE)

+ 102 AM, 1) — w2 FOM, ) | AM, &) +--- .

2

q
M+1

—|—iv+

(2.39)

As discussed in (2.28) for positive M, the functions {F, Hy, H,} vanish at infinity whereas
(2.29) shows that A(M, &) ~ M1 at large r. It follows that the asymptotic behaviour

of G™ s given up to second order in boundary gradients by~

(br)™! —iw + q—Q + 102 AM, 1) + (2.40)
M—-1 M+1 ’ ’ ’

G" (w,r, k) ~

This demonstrates explicitly our earlier claim: in the non-Markovian case turning on a
normalizable ingoing solution inevitably turns on the non-normalizable mode at higher
orders in derivative expansion (at generic {w,k}). There is however a subset of {w,k}
defined by a dispersion relation where this non-normalizable mode vanishes. At these
loci alone can one have a purely normalizable ingoing solution.

To extract this more efficiently, let us parameterize the non-Markovian inverse Green’s

function in a particularly convenient form: We write:

1

G" (w,r k) = C:’TM(w,'r’, k) [1-— A

K" (w,k)En(w, k) (2.41)

The three pieces introduced above in the parameterization are the following:

o« K™ (w, k) is a dispersion function whose vanishing locus parameterizes a hyperspace

21Explicit results, accurate to third order in the gradients, are given in Appendix A.2.

48



of the (w, k) space where normalizable modes exist. Explicitly, we find:

2

q
M+1

K" (wk) =" —iw+ + 12 AM, 1) + - - (2.42)
up to the second order in the gradient expansion. At third order the relevant expression
can be found in (A.20).

e Zun(w, k) is the non-normalizable mode function that is generically turned on at higher
orders in the gradient expansion, as anticipated previously. An explicit expression

accurate to third order can be found in (A.21).

o Finally, G (w,r,k) is a purely normalizable component of the Green’s function given
in (A.22) up to third order in gradients. We note that G™ (w,r k) is very closely
related to G (w, 7, k), the ingoing boundary to bulk Green’s function of the Markovian
case obtained earlier in (2.18) (there are small differences in the scaling of the various

functions, see Appendix A.2).

Let us examine the locus where the ingoing non-Markovian Green’s function is purely
normalizable. The hypersurface is parameterized in the form of a dispersion relation
which from (2.42) takes the form:

q2

M+1

0=ito— — 2 AM, 1) + - (2.43)

We recognize this as the dispersion relation of a diffusion mode with the diffusion constant
MLH as advertised in (2.10), along with some higher order corrections. Thus the moduli
space of purely normalizable ingoing solutions in non-Markovian case is identical to the
moduli space of solutions of a generalized diffusion equation. This should be contrasted
against the Markovian case where there is no purely normalizable ingoing solution and
the corresponding moduli space is an empty set.

Using the results of Appendices A.2 and A.3 we can write down the dispersion relation

to the third order in the gradient expansion for a d dimensional boundary field theory as:

O:im—qurl—m2A(M,1)+2imq2ﬁ;1Hk(M,1)+2z'm3Hw(M,1)+...7
MAL) gy (1= ML) (2
i Bt G CR) 0 R) )
0 M+1 0 M+1 — 1-M 0
_H»mz«:{ () | (;2) (d>]+,§ln+11+j“_n+11‘dmlw(n+621>}+m’
(2.44)

where 1 (z) is the digamma function.
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2.5.3 Two observations about non-Markovian scalars

Before we proceed to discuss further details about the Markovian scalars, let us make
note of two observations that while empirical at this point, suggest a deeper principle in

operation.

The dispersion function & the Markovian Green’s function: We had delib-
erately denoted the renormalized Markovian retarded Green function as K*(w, k) in
(2.36).  As can be readily checked, this function is the analytic continuation of the
non-Markovian dispersion function K™ (w,k) obtained in (2.42) (for the third order
expression see (A.20)). We thus come to a remarkable conclusion: not only are the so-
lutions in the Markovian and non-Markovian bulk-boundary ingoing Green’s functions
related by analytic continuation, but more interestingly, the dispersion function of the
non-Markovian field can also be obtained by analytically continuing the retarded boundary
Green’s function of the Markovian field. While we have not given a general argument why
this should be the case, the fact that this holds till third order in derivative expansion is
a strong evidence for this statement.”” If this statement is assumed to be true, it gives
the simplest way to compute the dispersion function on the non-Markovian side without

ever having to solve the non-Markovian problem.”’

A field redefinition to diffusion: We had mentioned in §2.3.2; with a suitable field
redefinition, the dispersion relation obtained above can be made into an explicit diffusion
dispersion. Let us describe now in detail how this could be achieved. Consider a rescaling

of the non-Markovian inverse Green’s function by a factor, viz.,

G (1 — i A1) + Mq A1) + >G‘fM

i A(M, 1)
x e (L [ ( —M, €) — Mo ) (2.45)

—o? (HL(-6) - ;A(M, )+

— W A(M,1)

where we have distributed the constant shift by A(M, 1) into the various functions ap-

pearing in the parameterization. By construction, é_"M also solves the generalized KG

22Notice that in the particular case of the Maxwell fields in d = 3, one can attribute this feature to the
self-duality of the 4 dimensional Maxwell Lagrangian which exchanges electric and magnetic excitations
and hence the scalar and vector photons.

23This does not imply that every non-Markovian mode in a system appears in coalition with a Marko-
vian mode. For example, there is no Markovian mode associated with the sound mode discussed in
chapter 3.
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equation with the exponent M. It has an asymptotic behaviour

M—-1 2
G Na”“)(—er a )+ (2.46)

- M—-1 M+1

which as presaged gives us the correct diffusive dispersion relation, accurate to second

order.

2.5.4 Counterterms and boundary correlators: non-Markovian

scalar

By direct computation we obtain the canonical conjugate momentum of the non-Markovian

scalar to be

T =1 "D G" (w,rk)

-M

= M }D)+C~¥ifM (w,r k) + .

pM-1 K:ﬂ (w’ k) D+ [é:nM ((.U, r, k) E'nn (w7 T, k)} (247)

M

= —K" (w,k) + subleading

In deriving the above we have used the asymptotic behaviour obtained in (A.23) and
(A.24). This can also be directly obtained from direct differentiation of (2.40).

What we see here is that the canonical momentum conjugate to the non-Markovian
designer scalar picks out the non-normalizable mode of the field. Moreover, since the

asymptotic behaviour of 7 _ is finite, one needs no counterterms to regulate it.”* These

M
facts are a-priori quite counter-intuitive. The standard AdS/CFT dictionary relates the
non-normalizable mode to the asymptotic field value, and not to the conjugate momentum
(this is indeed the case for the Markovian scalar, see §2.1.3). The non-Markovian field is
very unconventional in this regard. One can discern that the dilatonic coupling in (2.2)
is highly damped in the near AdS-boundary region and is clearly responsible for this
unconventional behaviour.

Armed with the observation above, we can ask how does one quantize the non-
Markovian designer field with AdS asymptotic boundary conditions. The usual rules
of AdS/CFT tell us that the modes that grow asymptotically are to be frozen. We see
here that m_, is the non-normalizable mode which we need to freeze. The standard AdS
boundary conditions freeze the field, but freezing the conjugate momentum is easy to
do. Instead of quantizing ¢_, with Dirichlet boundary conditions we impose Neumann
boundary conditions on the non-Markovian field.

In practice implementing Neumann boundary conditions is simple: one simply starts

24In making this statement we are restricting attention to the Gaussian (free) non-Markovian designer
scalar. If there are bulk self-interactions then one would perhaps need additional counterterms to account
for renormalization of bulk Witten diagrams (the analog of source renormalization in the grSK contour
discovered in [61]). We will leave it for future work to deduce such effects, if present.
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with the usual Dirichlet boundary conditions where the asymptotic field value is frozen
and then Legendre transforms to the Neumann boundary condition where the momentum
is frozen instead. This is the usual story for the alternate and multi-trace boundary
conditions in AdS/CFT [128, 129]. To wit, the variational problem of the non-Markovian
field, which defines the classical phase space, and subsequently is used to compute the
generating function of connected correlators, requires one Legendre transform to impose
Neumann boundary conditions. One would define the action for the non-Markovian

scalar, completing the discussion around (2.2), as

1
Sasle ] = —5 / Ay —g eXs VAgofMVAngM + /ddx —vyeXp_ nAVAgQM + Set

1 T +
2 / e g ex VA(prvAgpr /ddz —n P Set -
(2.48)

Here we note that eXs = p—M+1-d

since we are discussing the non-Markovian scalar
and used (2.31). In writing the above we have also acknowledged that there might yet
be additional boundary counterterms necessary to compute the boundary generating
function

ZexclJu, J] = / Dy, ] eSeulead (2.49)

with the bulk functional integral being assumed to be carried out on the grSK saddle
geometry with non-Markovian sources jR,L.

However, as we discussed hitherto in §2.3, we compute first the Wilsonian influence
functional which is parameterized, in the current parlance, in terms of normalizable modes
(the hydrodynamic moduli). From the Wilsonian Influence Functional we can obtain the
generating function of connected correlators by Legendre transforming the hydrodynamic
moduli onto the non-Markovian sources.

By a happy circumstance (or clever design depending on one’s perspective), these
two Legendre transformations however cancel each other out! We conclude that for the
non-Markovian scalars, the standard Klein-Gordon action with no additional variational
boundary terms automatically computes the effective action for the non-Markovian fields.

Thus we may write:

‘CWIF[(iR, éL] = /[DSO,M] eigds[¢7M} ,

) ) (2.50)
Saslo ] = ) / dila/—g X VAQO_MVA(,O_M + Sgt .

Consequently, we are in a fortuitous circumstance where the computation of the on-
shell action involves no variational boundary terms. This story strongly parallels the
Markovian case, which makes the analysis quite straightforward, despite the seeming

complications.

52



There will however be boundary counterterms necessary as indicated in S.;. While
the non-normalizable modes do not need any counterterms for their definition, the nor-
malizable mode and the on-shell action require appropriate counterterms made of non-
normalizable modes to cancel the large r divergences. Since the canonical momentum
m_,, corresponds to the non-normalizable mode, its canonical conjugate i.e., the field ¢_,
itself with appropriate counterterms should give the normalizable mode.

The allowed counterterms should be built out of the non-normalizable modes or what
we would want to call the ‘CFT sources’ themselves viz., 0,¢_,, following (2.30). To make
this explicit, we will first rewrite G™, in terms of D, G™ to extract the non-normalizable

pieces explicitly. With a bit of algebra, we find

A 1 k2 — o |
L p—— (1 - u ) D,G",

2 (M =1) r2(M—1) (M —3)
: K™ k2 M2 -1
—lmF(M,ﬁ) 1 . -M ER M 1 2 H M
Te X[ pM—1 un ,5)]X[ +r2(M2—1)+ M+1q k(M E)

M+1

+m2Hw(M7€>_imq2 ]k(Mvg)_nglw(va)—i_

(2.51)

We have isolated the large r divergences in the first line. We see that this is a vacuum
contribution from the b-independence of the prefactor. We also introduced =& (M, £) —
this is the ‘renormalized’ non-normalizable mode function which is engineered to vanish
as r — 00. It is obtained from =,,,(M, £) by a minimal subtraction scheme to remove the
divergent pieces. An explicit parameterization of this function can be given in terms of
data described in Appendix A.1, especially the functions {A(M, &), Ax(M, &), A, (M, &)}
introduced there. We find:

53\/[—1
=8O =AMLY +
-2 lM_ ! 9% Hpy (M, &) + w? H,(M g)] (A(M £) + & — A(M 1))
M1 ! WiV VA Y ’
¢ w AVLE) -2 & 2 AL (M. E) + -
+(M+1 2(M—1)>< HME) (M—l)(M—3)>+m w(M8) +

(2.52)

Using (2.29) and (A.17) we can see that Z® actually vanishes as we take £ — oo
limit.

Having extracted out the vacuum divergences, we can cancel them by adding appro-
priate counterterms made of d,,¢_,, and its derivatives to our original action. Adding the

most general counterterms admissible up to the third order in boundary derivatives, we
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obtain

Sas[@_s.] = Soux + Set
1 _ _
Sbulk _ _5 / ddﬂx —gr M+1—d VA(;O,M VASD,M

1
Set = 9 / d'z _’YT_M—H_d [CfrO) (871‘:073%)2 - Cf) 7“"(5u8n907M)(8V8n907M)}
(2.53)

From the asymptotic behaviour of the solution we can fix the coefficients of the coun-
terterms. We find:*
1 1

o _ ___ - @ _ _ ) 2.54
“ T TM-1 YT T M—12(M-3) (254

Let us check how these counterterms work to give us a finite result for the boundary
observables. Let us first check the canonical pairs in the classical phase space prior
to addition of counterterms. The variation of the bulk action §Spux in (2.53) gives a
boundary term —/—7y r*1=4 9,0 d¢p . The variational boundary term required

to impose Neumann boundary conditions, further shifts the boundary variation to

6Sbu1k X / dd'r ¥ _m 0 (\/__ry T_M—H_d 6’ng0_M)

Neumann (255)
= /ddac ©_ 0 (T’_M ]D)+g0_M) =— /ddx 00T

This shows that the canonical conjugate of —m_, is the field ¢_. as we had intuitively
anticipated earlier and justifies our choices made hitherto.
We can account for the addition of counterterms, and learn that the regulated state-

ment is that —7_ is conjugate to:

1
f

1 c® @ 1
T P~ = [—’T + ﬁ </€2 - W2>] Dig -

Vil r f

In the second line we have written out the normal derivative in terms of the derivation

T =+ V0 + P (81& — 83) 0Py s

(2.56)

D, introduced in (1.40) and passed into the Fourier domain. In the r — oo limit, we
then find the following:

i {en = 77 e~ e (¢ )| Pt oo
(2.57)

25We will see in subsequent sections that these coefficients coincide with those for the Einstein-Hilbert
action (with standard Dirichlet boundary conditions) in the special case M = d — 1.

54



This shows that, with the choices described above, G™ ~describes the state of the non-
Markovian scalar which is dual to a CFT state with a unit renormalized vacuum expec-
tation value for the CFT single trace primary (along with a CFT source that is needed

to maintain this expectation value).

2.6 Solution and on-shell action on grSK geometry

Having constructed the retarded boundary to bulk Green’s functions, we will now begin
by constructing the solution on grSK geometry satisfying the appropriate SK boundary
conditions. Once the solution is constructed, we can evaluate the on-shell bulk action on
the solution to obtain the Wilsonian influence phase in the dual CFT defined in (2.17).

As described in §2.3, our goal will be to integrate out the fast Markovian degrees of
freedom while freezing the slow non-Markovian modes and getting a Wilsonian influence
phase in terms of the doubled Markovian sources (denoted by {Jg, J.}) as well as non-
Markovian effective fields (denoted by {®y, ®,}). Furthermore, as we explained in §2.5.4
such a Wilsonian influence phase is computed by evaluating the on-shell action on the
gravity side without including the variational counterterm that implements Neumann
boundary-condition in the non-Markovian sector.

We will begin our discussion by generating the solutions that describe outgoing Hawk-
ing modes. This is most efficiently done by exploiting the Z, time-reversal isometry
v +— i3 — v of the black brane background [60, 61] which was described in §1.3. For
functions in Fourier domain, this amounts to the map w — —w followed by a multipli-
cation with a factor of e™#“¢ to go from the ingoing Green’s functions to the outgoing

Green'’s functions. We define the time-reversed Green’s function

G (w, k) =Gl (~w, k), (2.58)

;\/
so that the outgoing Green’s function has the form

o' (w. k) = G (w k) e 70 = Gl (—w k) e MC (2:59)

rev
M M

Given that all our Green’s functions come with a phase factor e , we conclude

that the outgoing Green’s functions are obtained by reversing the w’s and performing a
shift

FOW,) o FOGE) +i5¢ = FOLE + 70¢ (2.60)

where we have used the relation (1.34) to relate the inverse Hawking temperature and
the inverse horizon radius of the Schwarzschild-AdS,,; black hole.

We have hitherto observed in §2.4 and §2.5 that counterterms are needed for the
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definition of normalizable modes within the ingoing solution. We will now see that the
same counterterms render finite the on-shell action evaluated on grSK geometry which,
in addition, incorporates the effects of outgoing Hawking modes. In particular, while the
effective theory we derive would be non-unitary, only the unitary counterterms of the

microscopic theory are needed to get finite answers.

2.6.1 Markovian probes
Let us begin with the Markovian sector where the analysis parallels that of [G1]. The
most general solution on grSK geometry (1.33) is given by

in in rev rev —ﬁw{
O (w, ¢ k) = G (w, (k) + 0 G (w, (k) e ) (2.61)

M

We relate the non-normalizable modes of the field ¢, to the CFT sources at the left and

the right boundaries, i.e., at r = oo £ i0 where ( takes the values 0 and 1 respectively:

lim °F = J,, lim @7 = Jq. (2.62)

r—00+10 r—00—1i0
Our normalization of the ingoing Green’s function (2.20) and the action of time-reversal
(2.58) together imply that the coefficients ¢ and ¢* are given by

cin rcv _ JL , 1n + e—ﬁw rev ___ JR (263)

M

Fixing the constants with the above boundary conditions we see that the solution of

the designer scalar on the grSK geometry is then given by the following [60, 61]*°

e (w, (k) = G [(n, + 1) Jn —ny L] — G ny, (Jo — Jy) 079
. N (2.64)
=Gr J,+ KnB + 2) Gr —ny eﬁw(l_OG;V Jy.

where
1

2= he 1

is the Bose-Einstein factor. Notice that the amplitude of ingoing and outgoing contribu-

(2.65)

n

tions to the solution (2.64) is controlled by the RA basis sources introduced in (1.20).
In the last line of (2.64), we re-write the solution in terms of the average-difference or
Keldysh basis sources (1.12).

It can be explicitly checked that if G has a derivative expansion such that all odd
powers at least have one factor of w, then ¢5¥ can also be written in a derivative expansion

61]. More precisely, if G is known till n*® order in derivative expansion, can be
M SOM

26 An earlier incarnation of this expression was obtained in [100] on a single copy of the bulk by analogy
with thermal Green’s functions in field theory.
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determined to (n — 1) order in derivative expansion. As indicated at several points in
our discussion these statements should not be surprising in the Markovian designer scalar
context. The general structure largely parallels the massive scalar probes studied in the
aforementioned reference.

We are now ready to compute the one-point function in the presence of sources, by
examining the right/left normalizable modes. This, as presaged, requires the inclusion
of the appropriate counterterms determined hitherto. Putting all the pieces computed in
§2.4.3 we obtain

1
<OL/R> = lim [—TMD+¢M + cff) [t (@8,- — 83) 00t ] ) (2.66)

r—o00+i0 f

This yields the expressions for the right and left one-point functions to be

(On(w,K)) = =K (w,K) [(n; + 1) Ju — 1y L] + 0y K (w0, k) [Jo — L]

: (2.67)
(O(w,K)) = =K (w,k) [(n, + 1) Jo = ny ] + (ny + DK (@, k) [ — ] -

Here, we have used the Bose-Einstein identity n, ¢’ = n, + 1 and defined the renor-

malized reversed Green’s function
K (w, k) = K (—w, k). (2.68)

In carrying out the computations it is helpful to note that the divergence and coun-
terterm structures in this case only involve even powers of w. Consequently, the coun-
terterms that cancel the divergences of G also cancel the divergences in G’ using the
observations of [61] mentioned above. A useful relation in this regard is

in/ —BwC| __ in —Bw(
Dy |G (—w k)e ™| = DG (w, k)| e (2.69)

Let us also record the analog of (2.67) in the average-difference basis. Taking a linear

combination we end up with

(Ouli k) = =K = (my + 5) 165~ 7]

2 (2.70)

(Od(w, k)> = —K;;v Jd .

We see here the characteristic upper triangular structure of two point functions in
the average-difference basis with the (O, O4) and (O40,) corresponding to retarded and

advanced Green’s functions, respectively. The Keldysh Green’s function (0,0,) is an
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even function of the frequency whose derivative expansion is given by

1 : d [ 4z \M*! 47\ 2 tp2
— Kln S Krev —_ o 1 S -
(nB + 2) [ M M } 2mi <d5> ( + ( g ) 12) -
% (1= 202 He(M,1) — 202 Hu (M, 1) + -+ ).

We have used the explicit form of the retarded Green’s function (2.36) to derive the
above. We see that in the Markovian case, the one-point functions are given by local
expressions, i.e., the CF'T one-point functions at a CFT spacetime point depend on the
value of the CFT source and its derivatives at that point.

Alternatively, these one-point functions can also be computed by varying the CFT
influence phase with respect to the CFT sources. The computation of this influence phase
proceeds by generalizing the GKPW method of evaluating the on-shell action to grSK
geometry as described in [61]. The generalized Klein-Gordon action with the boundary
counterterms S[g,,] defined in (2.33) evaluates on-shell to a pure boundary term (cf., the
discussion in Section 5.1 of [(1]). Evaluating this in the boundary Fourier domain we
find the on-shell action:”’

I _ 1
=3 rll—rpoo A [% {TMD+_|_C;2>TM 1\/}<k2—fw2> +...}¢M]

r=r.—i0

Slen]

on-shell r=ro+i0

(2.72)

Using the explicit solution this can be shown to be

1 .
- E/k (Jo — J) K™ <(nB +1)Jx—n, JL>

T
1
+ §/k (nBJR — (n, + 1)JL> K <JR — JL> (2.73)

_ _/k (Jn— J) K <(nB +1)Ju—n, JL> .

Sl

on-shell

In the last line, we have redefined w — —w in the second integral and have used the
identity 1+ n,(w)+ n,(—w) = 0. The last line represents the quadratic influence phase
written in the advanced-retarded (RA) basis. In the average-difference or Keldysh basis,

we get

. 1
s, = 0z o)

o 1 |
--/ [JdTKMJa +5 (nB + 2) T4 (Ko~ K7) Jd} .

on-shell

(2.74)

This is the standard structure of quadratic influence phase for an open system in contact

2"We employ the notational shorthand f g—: (gjr;% = f . to keep the expressions compact.
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with thermal bath [63, 65]. The explicit expression for the Green’s functions has already

been recorded in (2.36).

2.6.2 Non-Markovian probes

Let us now turn to the non-Markovian probes. All of the above steps can be repeated in
parallel with some minor modifications as elucidated in §2.3 and §2.5. We analytically
continue M to —M and in this process the CF'T sources J of the Markovian probe morph
into the long-distance open EFT fields ® of the non-Markovian probe. The analog of

(2.64) now reads:

v

(1, +1) B — 1, B,] — G my [B = ,] 500

-M

(W, k) =G

-M

in ¥ 1 in ,Bw(l—C) rev X (275)
=G" P, + KnB + 2) G" . —nge G_M} Dy .
where )
(i)aE§<(i)R—|—(i)L) s (i)dE&)R_&)L- (276)

One point functions can be computed using the right or left normalizable modes with

the appropriate counterterms determined before in §2.5.4. We have

Oun) = i L Py PE R D 2.77
< L/R>—T_>éoﬂii0 SO_M—W —7+§ —?w LA R SRZREV (2.77)

The divergence and counterterm structures again involve only even powers of w, so the
counterterms that cancel the divergences of G™ also cancels the divergences in G .

By explicit computation we verify again the analog of (2.56) in the grSK geometry,

v

<OL/R> = (I)L/R ) (2’78)

viz., the long-distance open EFT fields ® in the CFT can be identified with the dual

single-trace primary. A useful identity in deriving the above relation is

. —Bw(1—C) 1 A, 1, rev Bw(1—0)
(2.79)

Let us now consider the non-normalizable modes of the non-Markovian designer scalar.

These can be computed from the definitions

Jo=— lim =« = lim Do

. r—ooti0 M r—ooti0 - (2.80)
Jo=— lim 7 = lim r "D,y

" r—oo—i0 M ro0-i0 e
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leading to the expressions on the grSK geometry:

Jy = K" [(nB +1) P — ng éL:| —ny K™ [CIV)R — i)L} )

y , } . 0 (2.81)
Jo= K" [(n, +1) ®x —n, o] = (n, + DK™, (05 — P,

where K™ is the dispersion function defined in (2.42). For completeness we quote here
the third order formula derived in (A.20):

2
i _agM=1]| q 2 S iaa3 2 _
K_M(w,k)—b [ zm+M+1+m AM, 1) +itro (A(M,l) QHW(M,I))
1o g2
M+1

+ 2t

(A1) — (M — 1) Hy(M, 1)) + - - ]
(2.82)

It is straightforward to verify, using the values of the gradient expansion functions (A.25)
and (A.20), that the above reduces to the retarded Green’s function of the Markovian
probe with the replacement M — —M.

Taking the average and the difference of the equations above, we obtain the Keldysh

basis sources

Jo= K" &, + (nB + ;) (K" K] @,

} (2.83)
Jo= K" ®q.
The combination multiplying d, in the expression for J, can be simplified to:
N ad (dp\™! 47\ 2 1o
(mo+3) = 3] = 5 ( W> (” (7) =
x (1=2[q” Hy(=M, 1) + w® Hy(=M, 1)| + -+ ) ,
BENTEIE AT
-~ 2mi \ dn d) 12
M—1) Hy (M, 1) — A(M, 1)
1+2 2! : ’
8 ( - [q M+ 1
1
+ 102 (Hw(m, 1) - SAME 1)2)} b ) .
(2.84)

The equations that we have derived above should really be thought of as the local equation
of motion (or Schwinger-Dyson equations) for the open EFT of the fields Cme. These
equations can be solved for the effective fields (IVDRVL in terms of the SK sources Jy, to

yield Schwinger-Keldysh Green’s functions.
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To wrap up the discussion let us also demonstrate that we might have equivalently
evaluated the on-shell bulk action which gives the Wilsonian Influence Functional, the
effective action corresponding to the above equations of motion. The designer non-
Markovian scalar action with the boundary counterterms (2.53) evaluates on-shell to
a pure boundary term, in analogy with (2.72) which in the boundary Fourier domain

takes the form

L.
Sl =5, J
on-shell '
[ < 1 c® @ ) 1 ) T A r=r.—10
32/ ¢M+["—E<k—w>+"']D+¢M> r o Dyp ’
k \/7 r r f r=rc+10
(2.85)

Using the explicit solution for the non-Markovian field on the grSK contour we obtain:

Slol| =5 [ [#n- @L}* K" [(n, +1) &y —n, @,
on-shell
bl o
:—/ (b — @] K", [(nB+1)ci>R—nB 3, .

In the last line, we have redefined w — —w in the second integral and have used the
identity 1 4+ n,(w) + n,(—w) = 0. This is the expression for the Wilsonian influence
functional in the retarded-advanced (RA) basis. In the average-difference or Keldysh

basis, we get

. v 1IN o
Sl ] = —/ of K [cba + (nB + 2) @d}
on-shell (287)
— éTKiﬂ é 1 1 (i'i' Kin Krev (up
__/k A _y a+§ nB+§ d( Y 7M> dj -
By further turning on external sources for the hydrodynamic moduli of the form:
[ [y - 3] = [ [+, 7] (2.89)
k k

and varying the effective action, we get the hydrodynamic equations of motion quoted
above in (2.83). This shows that the bulk on-shell action does indeed generate the correct

hydrodynamic equations of motion.
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2.6.3 The Gaussian Wilsonian influence functional

To wrap up the discussion let us consider an example of a probe system which comprises of
a non-interacting pair of Markovian and non-Markovian fields with Markovianity indices
M, and —M,, respectively. Using the results of the preceding sections we can now write

down the final answer for the quadratic approximation to the influence phase. We have

v v A 1 v A v 1\ ¢
Swte [T, Ju, B, By = — /k {le K [Ja + (nB + 2) Jd} + LK [cba + (nB + 2) %”
(2.89)
where the retarded Green’s function to the third order in the gradient expansion are
given in (2.36) and (2.82), respectively. As we deduced earlier these functions for the

Markovian and non-Markovian fields have the same functional form. We record here for

completeness the function K7 with all the factors fixed

M+1 2
o 4 , q . .
KM(w,k):< ) [—zm—M—mzA(M,l)+22mq2Hk(M,1)+21m3Hw(M, 1)+

" - (2.90)
with the parameters
w3 (852) (7
) = o [zb (M;1> —y (3)] »

H,( M, 1) =

A(M, 1) Har M+1
2d

M > Har(n—1—|—2>
HOM, 1) = —= d
o (1) d ,;) (nd+M —1)(nd + 1 —M)

- 1) + HP (M, 1)

We have written the result in terms of the digamma function ¢(x) and the related Har-
monic number function Har (x) which has been used before in the fluid/gravity litera-

ture.”®

2.7 Time-reversal invariant gauge system

We now turn to the study of the Maxwell analogue of the designer scalar and explore the
dynamics of an Abelian gauge field coupled to the background geometry and an auxiliary
dilaton introduced in §2.2. We will demonstrate below the following claim: the dynamics

of this designer gauge system can be completely encoded, in a gauge invariant manner,

28For fourth order derivative corrections to K, , check [134] .

M)
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in two designer scalars. This statement then generalizes the observation made earlier in
(2.9) for a pure Maxwell theory (i.e., M = d — 3). We will sketch the essence of the
argument below, supplementing our discussion with further details in Appendix B. In
§2.8 we will see that similar statements apply to linearized gravitational perturbations.

Several authors have attempted in the past to give a Schwinger-Keldysh description
for the bulk gauge theory and gravity [38, 112-115]. Our treatment here is substantially
different with a focus on the physics of outgoing Hawking modes (the dynamics of infalling
quasinormal modes has been well understood since the early works of [19-21] and in the
fluid /gravity context [22, 23]). As in the scalar problem, we will explicitly keep track of
the origin and the effects of the Bose-Einstein distribution in the effective dynamics of
the Markovian and non-Markovian modes.

Let us first highlight the key aspects where our discussion differs from earlier liter-
ature for systems with bulk gauge symmetry (either abelian gauge symmetry or diffeo-

morphism).

1. We eschew the use of the radial gauge which is commonly employed in AdS/CFT
discussions. In this gauge outgoing Hawking modes are tricky to explore as the gauge
explicitly breaks the Z, time reversal isometry. The solution to this issue is straight-

forward: we adopt a gauge invariant scheme for solving the field equations.

2. Systems with gauge invariance contain both Markovian and non-Markovian modes.
Ideally one would like to disentangle them, so that one can integrate out the Markovian
modes, whilst keeping the non-Markovian modes off-shell. Fortuitously for us, a plane
wave decomposition of the perturbation naturally serves to decouple the modes. It

furthermore maps them onto the scalar problem we explored earlier.

3. We will solve the radial Gauss constraints arising from the gauge invariance which are
dual to boundary conservation equations. In the non-Markovian sector we turn on

appropriate sources to keep these modes off-shell.

2.7.1 Decomposition of gauge field modes

We start with the designer gauge system introduced in §2.2. The equations of motion

arising from the action (2.4) are simply
0a (v=g r3 1 eP) =0 (2.92)

We can examine these directly for the gauge field strengths, or pass as usual to the con-
ventional parameterization in terms of the gauge potential V4. We will find it convenient

to expand the potential V in terms of plane wave harmonics on R45!. This will have
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the advantage that we will be easily able to decouple the Markovian and non-Markovian

degrees of freedom contained in these equations. We let*’

V. (v, r,x) :/ W, (r,w, k) S(w, k|v, x)
k

Vy(v,7,%) :/ \va(r,w,k)S(w,kw,X) 7
k
v _
Vi(v, r,x) :/k > @a(r,w,k)Vl@(w,k]v,x)+i\1}x(7«’w’k)gi(w’klv7x)] (2.93)
a=1
Ny

_ _ kz
q)a(r> w, k) V?(wa k’U, X) - \Ijx(ra w, k) z S(wa k’U, X)] :

I
—

i
I

Here a = 1,2,..., Ny = d — 2 labels the different vector polarizations of the gauge field
and r,v,7 denote spacetime indices. Our conventions for the harmonics are summarized
in Appendix I. The main point to note is that the decomposition is in an orthonormal
basis which allows us to decouple the modes of the gauge field.

Plugging in the harmonic decomposition into (2.92) and exploiting the decoupling of

the transverse vector sector from the transverse scalar sector, we find the following:

o There is a single equation in the transverse vector sector which can be identified with
that of a time-reversal invariant designer scalar with exponent M. Specifically, all the
fields ®, satisfy:

jﬂm (PD1 ) + (w? = 2f) 8o = 0. (2.94)

Comparing with (2.3) we obtain ®, = o, fora=1,2,... Ny.

o In the scalar sector, we find a set of three coupled differential equations for the fields
T,, U,, and U,. We introduce the following gauge invariant combinations of these
fields:

dv, - _ U,
+iwW,, P. = d
dr

+ ik,
(2.95)

29The notation for the planar harmonic components of the gauge fields being barred is intentional.
Later when we discuss gravity dynamics in §2.8 we will employ closely related notation without the
decoration to denote the gravitational degrees of freedom.
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in terms of which we find compact expressions for the equations of motion:

"
d _ _
Max — = M _ . M _ 296
&, :dr<r Hx) wr” P, =0, (2.96)
EM™ = —jw ™20, 4+ ik ™ T, = 0

It is easy to check that the combinations above are closely related to the field strengths

in Fourier domain

‘ N

€. =I,, Ci=——P,, Cpi=—2LP,. (2.97)

e
>~

One can understand our gauge invariant combinations by realizing that the gauge

parameter also admits a decomposition in the plane wave harmonics, i.e.,
Ay(v,r,x) :/ A(r, w, k) S(w, k|v, x) . (2.98)
k

It then follows that gauge transformations leave ®, invariant whereas the scalar sector

variables get shifted as

\Ilrr—>\lfr+(::, U, = U, —iwA, U, — U, —ikA, (2.99)
which confirms that the combinations defined in (2.95) are indeed invariant.

The transverse vector modes, which as we noted above, map simply to a collection of
Ny = d — 2 designer scalars. Recalling that Markovianity demands M > —1, and that
in the pure Maxwell case with no dilatonic coupling, M = d — 3, we see that transverse
modes are Markovian when d > 2 and marginally non-Markovian for d = 2.”Y Physically,
this sector describes the real electromagnetic waves or photons (which exist when d > 2)
that fall into the black brane and are, in turn, Hawking radiated out. The Markovian
property tells us that this happens at a short time scale of order the inverse Hawking
temperature § of the black brane. At time scales much larger than 3, one can integrate
out the effects of this physics to get a local description for the remaining degrees of

freedom.”

30Note that this is in keeping with the usual expectation. For a Maxwell field in AdSz; with d < 2, the
standard boundary conditions are inadmissible [135]. The only physically sensible boundary conditions
are to freeze the charge on the boundary and leave the currents unconstrained.

31'We remind that this statement does not directly translate to the question — how long does it take
to Hawking radiate a Markovian mode after a diary has been thrown in? Rather we only say that
Markovian fluctuations witnessed by the CFT dissipate within order inverse-temperature time scales,
which is a priori uninteresting from the perspective of black hole information paradox. However, it
suggests that the Markovianity of the radiation plays an important role in the information recovery
problem once we account for the gravitational interactions.
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The equations in the transverse scalar sector themselves comprise a gauge system as
they retain all the characteristics of the underlying gauge field. We will refer to this sector
as the diffusive gauge system and it has the following additional properties. From (2.96)
we can see the combination iw EY™ — ik EN™ + LM = (. In other words, the third
equation, £ can be considered as the Gauss constraint which is preserved under radial
evolution described by the first two equations. It implies that if the first two equations
hold everywhere, then it is sufficient to impose the third equation only at the radial slice
at infinity.

These statements are quite familiar in AdS/CFT. Recall that a bulk gauge symmetry
implies a boundary global symmetry by the standard rules of AdS/CFT. Up to an overall
normalization and counterterms, the Noether charge density and Noether current density

of the conserved current are given by

_ k.
JFT = — lim 210, JFT = 2% lim M I, (2.100)

r—Te k rore

With this understanding the final equation in (2.96) is simply that of current conser-
vation V,(J'T)* = 0 on the boundary. This statement in itself implies that we should
expect long-lived charge diffusion modes to be present in the system in the scalar sector.
This is indeed the case for standard Maxwell dynamics (M = d — 3) in the black hole
background [20, 136], which encodes the physics of ohmic conductivity.

Before we proceed to establish the connection, we note that the designer gauge system
is time reversal invariant. In particular, one can rewrite (2.96) in a time-reversal invariant

form
D, (TM+2 I:LJ) +ik™P, =0,
Dy (P"1,) + iwr™ P, =0, (2.101)
—iw ™2, + ik r™M I, = 0.
In writing the first equation in the covariant form above, we have used the radial Gauss
law constraint. It is helpful to note that {r?f U, 4+, U, I:Ix} have positive intrinsic time

reversal parity while {\TJU, P, 1:[7)} all have negative intrinsic time reversal parity. Details

of these facts are explained in Appendix B.

2.7.2 The non-Markovian charge diffusion scalar

Now that we have explored the basic equations for the diffusive gauge system, we will
argue for a solution of (2.96) in terms of a single non-Markovian scalar degree of freedom.
Introduce a field @D, and fix the variables ﬁv, P, 11, as follows:

d

.
P=——
" dr

(ik@n), I, = —iw(ikdy), I, = —ik(ikdp).  (2.102)
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This clearly solves (2.96). To understand the constraints on ®,, we proceed as follows:

the first and the second equations in (2.102) can be combined to solve for II,, obtaining
MP, = ikD, ®, = U, =r"D,P,+ %\wa (2.103)

We have used here the definition of P, given in (2.95). Substituting this back into the
third equation in (2.102), we find:

dw - d _ w (d¥ _
M+-2 v _ M2 -M T s
r (dr —Hw\I/T) —r <dr(r ]D>+<I>D)+k<dr +zk\llr>>

= TMH;T (T’M]D)JFCTDD) —dwr? dj:j (2.104)
oty

Comparing back again with the third equation, we conclude that our definitions are

mutually consistent only if @, satisfies a homogeneous second order ODE, viz.,

E° ()]

Dy (r D, ®y) + (W — K2 f) Py = 0. (2.105)

We can give a gauge invariant derivation of the same result by first writing the field
strengths in terms of ®5, using (2.97) and (2.102) and then demanding that they satisfy
the Bianchi identity. The above result proves our assertion that the scalar sector of
the designer gauge field, is indeed encoded in the dynamics of a single non-Markovian

scalar degree of freedom, viz., &, = ¢_,,. The statement is not new, the idea of using

the underlying gauge invariance to isolate the gauge invariant data has, as we indicated

can be found for example in [107].
A physical interpretation of this scalar degree of freedom can be easily understood by

noting that the Noether charge current is simply:
JI dat = — K @ dv 4 w k; Dy da’ (2.106)

This shows that the constant mode of ®,, which is a normalizable mode for M > 1, is
actually the expectation value of Noether charge density (up to a factor of £?) in the dual
field theory. The time derivative of its gradient is the Noether current density.

To get the exact form of the original vector potential, we need to choose a gauge and
invert the gauge invariant equations in (2.102). For example one can solve for ¥, U, U,
as:

- 1 do A . 1 - _
r

[ T U dr ’
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One simple gauge choice is to set A = 0 in the equation above which sets ¥, = 0. In this

case, the solution can be written in the manifestly time reversal invariant form,

- - -k 1 d\ =
W, dr + W, dv — \Iij dx' = 5 (dv D, —dr dr) D, , (2.108)

which is the form appearing in (2.9). This is analogous to the Debye gauge used in

electromagnetism.

2.7.3 Maxwell action and Wilsonian influence phase

We now have a complete description of the gauge fields in terms of a collection of Ny
Markovian scalars and a single non-Markovian scalar. Let us rewrite this in terms of an
action including all the boundary terms and counterterms. We first isolate the diffusive

gauge system from the Markovian

V=V

e =¢C (2.109)

d,=0" $,=0

The action for the designer gauge field takes the form:

1
de = —Z / dd—HiL'\/—g exv GABGAB+SCt
. (2.110)

o)
d v v _
Sct:—% /d%/—vex CH € CE;)__M—l'

We draw attention to the fact that we are imposing standard Dirichlet boundary condi-
tions for the gauge field and thus require no variational counterterm.”” The quadratic
counterterm is required to cancel subleading divergences at O(w?) and O(k?) and is
naturally built out of the covariant gauge strengths projected onto the boundary.

Using the parameterization in terms of the vector polarization scalars ®, and the

diffusive gauge field V® we decouple the Markovian and non-Markovian parts, viz.,
Saw = Sy, + S5,
1 . .
Sy = -5 > [ / Az /=g gP V4 VP, + ¢ / d®z /=y X 4"V, d, VVCID(X}
a=1

1
Sho= = | [ 40 Ve € BE)an + e [ dloyTT e (€ (€7),]
(2111)

The Markovian dynamics encoded in Ny fields ®, matches our earlier scalar discus-

sion, not just at the level of the equation of motion, but also at the level of the variational

32This can be checked against the AdS analysis of [127, 135] since the asymptotic boundary conditions
are dictated purely by the near-boundary behaviour (and thus state independent).
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principle, and the counterterms. Indeed, the quadratic counterterm ci""), given in (2.34),
is inherited in the reduction from the gauge field counterterm c{”. This provides a useful
cross-check of our analysis in §2.4.3.

The diffusive gauge field V' and its field strength CY; are parameterized in terms
of a single scalar degree of freedom ®,. Substituting the Debye gauge vector potential
(2.108) into S5, we can write the action in terms of ®,. The bulk term in S}, results in
a fourth order action that can be massaged into contributions involving the equation of

motion, EP[®y], given in (2.105):

1
Sa| =g A vEgen (€)M (€0)an
bulk 1 £00y] (E9B . (2.112)
_ 1 [ g2 @ CIRRY S i / Ko, By, .
2/k rr 7 < 7 + )—i— 5/ T +

Integrating by parts we can convert the term £° [@D]CT)D into the canonical form involving
VA®,. We may also absorb the factors of k% by writing the expression in terms of spatial
derivatives 0; on R4 %! and write the action in position space, instead of the Fourier
domain expression above. These steps lead us to”’

1 _ _ — _
Szlijv = _5 /dd+11‘ —q T—M-{-l—d aivAcI)D 81'VACDD + /ddl’ T_M aiq)D 8iD+(I)D

bulk
-2
L s (€708
+ 2/k drr ( 7

(2.113)

The contribution proportional to (EP[®,])? can be ignored for the variational principle,
since its variation vanishes on-shell. The first two terms in the last equality above, we
recognize, modulo a factor of k2 (from 9;), to be precisely the action for the non-Markovian
scalar (2.48). In particular, we emphasize that the reduction does give directly the

variational boundary term —7 required to impose Neumann boundary conditions

P
on the non-Markovian scalar.

This is quite satisfying. While the boundary conditions on the non-Markovian scalar
were inferred from the standard asymptotic analysis earlier, it is useful to recognize that
one is not imposing an artificial boundary condition for the gauge field in AdS. While
some of these statements are implicit in earlier discussions [127, 135], especially in terms
of what modes to freeze and which to allow to fluctuate (in global AdS), it is also useful
to have a clear derivation at the level of the variational principle.

Once we recognize this fact we can also check that the zeroth order counterterm for

33We ignore all total derivative terms along the boundary directions, i.e., contributions of the form
0, () are dropped in our action.
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the non-Markovian scalar ¢!” given in (2.54) follows from the Maxwell counterterm c(? at
the quadratic order. The counterterm c¢® corresponds to the contribution from two four-
derivative counterterms proportional to eXv v C"V4VgC,, and eX P VoCHV €0,
respectively.

All told we can write down the dynamics of the designer Maxwell field as follows:

Ny
de - Z Sds[gp?/[] + Sds[aigofjv[] (2114)
a=1

where the actions for the Markovian and non-Markovian scalars are given in (2.33) and
(2.48) (see also (2.53) for the relevant counterterms), respectively.

We are then in a position to write down the Wilsonian influence phase for the standard
Maxwell field which has Markovianity index, M = d — 3. We let the boundary sources
for the Markovian vector modes to be A% and A§ in the average-difference basis. These
correspond to the magnetic components of the boundary gauge field, written out in
our plane wave decomposition. For the non-Markovian sector, we recognize that the
hydrodynamic mode is the boundary charge mode Q and parameterize the Wilsonian
influence phase using this field. The sources and the moduli are written in our plane wave
basis, so we are using the notation above to just talk about the mode coefficients. We
compute the Wilsonian influence phase via a Legendre transform dropping the variational
boundary term required to implement the Neumann boundary condition.

We have from (2.89) the result expressed in terms of the retarded Green’s function:

Ny

v o A 1
Swirl g, A5, 00 O = — [ {Z (AR, [ AT+ (45 ) Ad]

a=1

(2.115)
e opin, [0us (n+ ) 0}

Specializing (2.36) and (2.82) to the case M = d — 3, we have the explicit expression for
the probe Maxwell field in a planar Schwarzschild-AdS;,; background:

K, ,(w k)= A ” —ito — @ —[(d)m2+2mcot<27r>m2
N Ve d—4 a@—4 "\ a) ™ g

+i [d12 Har (-2) Lb(d) + [3(d)} 0 + - } .
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and

K, ,(w k)= (2‘;)261{—111) + dq_22 + Iy(d) ® + d(inz) [z/z (3) - (Zlgdﬂ g’

+i [—;2 Har (4 _dZd> lh(d) — lg(d)] o’ 4 - } .

The two parameters [5(d) and [3(d) introduced above are given by

lL(d) = A(d —3,1) = clz [Har (_2) - Har (4 —deﬂ

00 Har(n—lJr%)
= (nd+4—d)(nd+d—2)

(2.118)

() — _2(dd— 3)

We note that while we have eschewed the study of the marginal case M = —1 which
is relevant for the R-charge diffusion of N' = 4 SYM, using the dynamics of Maxwell
fields in Schwarzschild-AdSs. Nevertheless, we can extract by a pole prescription in a
4 — € expansion, the diffusion constant from (2.115). One finds that it agrees with the

1

prediction of [20], viz., D = 5= after an appropriate translation of the variables.

2.8 Gravitational perturbations

Let us finally turn to linearized gravitational perturbations about the Schwarzschild-
AdS4.1 black hole geometry. We will show that a subset of gravitational modes, viz., the
tensor and vector sectors, in the plane wave harmonic decomposition, can be mapped as
presaged in §2.2.2 onto the designer scalar and gauge field respectively. Since much of
the analysis reduces to that of the previous sections, we will be brief in our presentation.

Details on some of the statements here can be found in Appendix C.

2.8.1 Dynamics of transverse tensor and vector gravitations

We consider linearized metric perturbations about a planar Schwarzschild-AdS,,, black

hole, where only transverse tensor and vector type perturbations are turned on. Explicitly,
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we have:
dS2 — <gAB + (hAB)Tens + (h/AB)VeC + % Scal)dxAd:UB
Nt
(hap)™ da? da? = r? / > O, (r,w, k) T? (w, klv, %) dzidx’ |
k o=1
Ny
(hap)¥ da® da® = r? / > <2 (U (r,w, k) dr + ¥ (r,w, k)dv) V& (w, k|v, x)dz"
k a=1

+i W (r,w, k) Vi dxidxj> ,
(2.119)

with Ny = d — 2 transverse vector and Ny = @ transverse tensor polarizations of
the gravitons (see Appendix I'). We defer the analysis of the scalar sector perturbations,
(hap)™, to chapter 3.

What we are after is the dynamics of the modes ®, and ¥*. These can be succinctly
described with a slight repacking of data. Given a set of N scalar fields ®,, and Ny
vectors U, introduce a collection of auxiliary fields by repackaging the Fourier modes in

the harmonic decomposition above as (see footnote 29)
O, (v,r,x) = / O, (r,w, k) S(w, k|v, x),
k

A% (v, r, x) de® E/

A <(\Ilff(7“, w, k) dr + U9 (r,w, k)dv) S(w, k|v, x) (2.120)

— iU (r,w, k) S; d:pi> ,

The set of 1-forms A“ are diffusive Abelian gauge fields with corresponding field strengths
%o = OpAgE — 0cA%. By construction, these auxiliary gauge fields only contain scalar
type perturbations (compare with (2.93)) and reduce thus to the diffusive gauge field
studied in §2.7.2. As a result its photons are all radially polarized and travel tangentially
to the black brane. We will identify these as the non-Markovian momentum diffusion
modes which survive to late time and long distances. The radially infalling auxiliary
photons (polarized along x), which would have had fast Markovian dynamics, are absent.
The origin of the gauge symmetry is of course the underlying diffeomorphisms. Equiv-
alently, one can view the Ny modes as the diffusive momentum modes of the boundary
energy-momentum tensor (7°"")* as we elaborate in Appendix C.
With this repackaging, it is actually possible to write down the equations of motion for

the linearized gravitational perturbations in a compact form. The linearized Einstein’s
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equations for the parameterization read
Rap+dgap =0 = V4VA07=0 and Vu(r?FiP)=0. (2.121)

We recognize these to be the massless, minimally coupled Klein Gordon equation for the
N7 transverse tensor modes, along with a collection of Ny diffusive gauge fields with
M = d —1 as indicated in §2.2.2, see (2.10). Both these systems have already been
studied in the preceding sections. Hence all results derived heretofore directly apply.

We can further use the results of §2.7 to rewrite the dynamics of the diffusive auxiliary
gauge field A in terms of a non-Markovian scalar ®,,. This proves the assertion made in
§2.2.2 and justifies (2.10).

2.8.2 The gravitational action

One can demonstrate explicitly by a straightforward computation that the Einstein-
Hilbert action, together with the Gibbons-Hawking boundary terms, and additional
boundary counterterms can be completely mapped to the auxiliary system, up to a time-
independent DC contribution (which originates from the equilibrium free energy of the

black hole). The gravitational dynamics is prescribed by

Sgav = [ Ao v/=g (R+d(d 1)) +2 [ d'o /7K + Sq

Se=— [ o=y {2( —1)+d12m]

(2.122)

Here 7, is the timelike induced metric on the boundary.””
We find upon substituting the parameterization (2.119) that the dynamics can be

repackaged as

—d
S[® +z S[Wal + [ d'e /=7 [y~ b |
[ ddﬂx\/_—gVA(I)U VED, + o / dle 3V ,®, v"cpa]

[ g (3 an (T e [ e v (Gl T
(2.123)

o
g

I
M5

q

Il
»P\P—‘[\D\)—‘»—A

We explain how this works in Appendix C.2 for completeness.

We can understand (2.123) as follows. We recognize here the bulk action for the

34To keep the expressions compact we will scale out the usual normalization by ﬁ in the gravi-
d—1
tational action. Boundary CFT results can be obtained by multiplication by ceg = 122‘&%.
35We continue to employ the notation g4p and v, for the bulk and the boundary metrics respectively.
In the gravitational action these include the perturbative corrections, but they are restricted to being

just the background values when we write out the auxiliary system of scalars and vectors.
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auxiliary scalar and gauge system introduced in (2.120) whose dynamics is given by the
equations of motion in (2.121). The counterterm coefficients are fixed by our previous
analysis (with M = d — 1) and can also be checked to descend from the gravitational

counterterm (the boundary Einstein-Hilbert term) and are given by

1
Co=Ca=—7—5. (2.124)

What remains is the final term. To write this we have introduced the rescaled thermal
vector b* which is related to the hydrodynamic thermal vector 8# [62]. For the thermal
state on R4"1! obtained from the planar Schwarzschild-AdS,,; geometry it is given by
b* = b(0,)" and characterizes the dual boundary fluid configuration in local equilibrium.
If we switch off the gravitational perturbations this term is the equilibrium free energy
~ b~ that the standard Gibbons-Hawking computation would give us from the on-shell
evaluation of the Einstein-Hilbert action. However, once we turn on the perturbation
we obtain additional adiabatic contributions (both hydrostatic and Class L terms in the
classification of [62]). Since we are working with linearized gravitational perturbations,
it is simple to re-express the result in terms of the local temperature T, defined in the
local inertial frame set by the timelike vector b*. We will have more to say about this
below.

As noted above the gravitational action can be further repackaged in terms of the non-
Markovian diffusive scalar, by rewriting the auxiliary gauge system parameterized by A
in terms of &, = ¢,_,- In Appendix D we give the explicit expression for the boundary
currents in terms of these scalars, see (D.7). We will use this expression to compute the

Wilsonian influence phase for the energy-momentum tensor components below.

2.8.3 The Wilsonian influence phase for momentum diffusion

We now have all the pieces in place to write down the Wilsonian influence phase for the
transverse tensor and vector graviton modes. We will write the expression in terms of the
sources 2 and =7 that couple to the transverse tensor polarizations, and the diffusive
hydrodynamic moduli, 755‘ and 753“. The former are the transverse tensor components (i.e.,
the magnetic components) of the boundary metric, though we will assume a harmonic
decomposition and not write out the index structure to avoid notational clutter. On the
other hand P* are the momentum flux vectors and capture the shear modes corresponding
to momentum diffusion.

We use the result for the designer scalar system (2.89) and express the influence phase
in terms of the retarded Green’s function of the corresponding modes. The final expression

we seek, reads at the quadratic order in amplitudes as, in field theory conventions (see
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footnote 341)

Nr
v v A 1
8WIF[737737P@77)!1] = Sideal - Ceff/k {Z (73)T K;rll |:7a0 + (nB + 2) ’75:|
o=1
Ny | } N
FR B, [P (0t 5) P
a=1

(2.125)

where Sigear is the background thermal contribution to the Wilsonian influence phase
arising from the local free energy derived above. We write this more naturally in the LR

basis as

—d

d—ceﬁ/ddm\/—_V { _(7L>MVb€b€]
(2.126)

The retarded Green’s function data entering the expression above can be obtained from

Sideal = Ceft / ddx VvV =7 l: _(7R>uyb§ bﬁ :|

the designer scalar analysis. Specializing (2.36) and (2.82) to the case M = +(d — 1),
one finds surprisingly compact formulae for the parameters as several of the coefficients

simplify significantly. To wit,

d
Kd_l(w,k):<47r> {—im— @ +1Har<2_2d> ro? + i h3(d) ro®

dp d—2 d d (2.127)
X Har 2—d w0 +
d(d — 2) a )" :
and
A\ > @ 1 2—2d 2
K k)=1|-— — ~— —--H 2 2
a2 ) <d6> { I ar( d ) ad—2) "
. NPT (2.128)
i | [ (55)] -t m3+"'} |
The parameters hs introduced above is given by the infinite sum:
o2d—1) & Har(n—1+2) 1
bs(d) = — (@-1) ( ) (2.129)

# = (n—-142) n+1’

It should be possible to resum this expression in terms of polylogs (see example, [126] for

results in d = 3), but we will settle for quoting the numeric values in special cases.
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2.8.4 Comparison with fluid/gravity

The Wilsonian influence phase for the stress tensor components can be compared directly
with the predictions of hydrodynamics. We will focus first on the dispersion relations
which have been discussed extensively in the literature, and then turn to the Green’s

functions of the energy-momentum tensor components.

Shear dispersion: From (2.128) we see that the dispersion relation we derive by setting
K, ,(w,k) =0 gives

1 1 2 —2d 21 d
O:—iw+k2—Har(>w2—( ! 2wk2

AT An’T d d—2) (4rxT)
&2 1 9 _ 94\ 12 P (2.130)
) 3 4
+1 (4rT)? 2 [Har ( d )1 — b3(d) | w” + (A T) Hoa(d) E* + - -+

Apart from the terms computed before, we have included in the above a quartic con-
tribution proportional to k* with a coefficient bo4(d) which is necessary for obtaining
w(k) accurate to quartic order (see footnote 28). This expression recovers the familiar

expression for the shear diffusion constant:

1 i 1

D=—r = —=— 2.131
AT 5 ( )

Per se, this is not a surprise, since the computation one is doing to derive K" is the

standard quasinormal mode analysis that was first carried out for gravitons in [19]. Spe-

cializing to N’ =4 SYM we can write the dispersion relation as

1 1—-In2
0= —iw+ —k*— g
An’T 2n’l
1 , , ) B \ (2.132)
—z4<7TT>2UJ |:k — ((1 —ln2) —4h3(4))w } + W[’]()A(Zl)k

with h3(4) = —0.432 when evaluated numerically. Solving the shear dispersion relation

to quartic order one finds for w(k) the expression

1 1 2 2d

k) = —i— k2 — Har (5 —2) - P hoald)| K+ (2133
wik) = =0T " (4nT)? l 4 g ¢ hoald) K+ (2.133)

Dispersion relations in this form were the first signal of hydrodynamic behaviour from
AdS/CFT [19] who used the quadratic piece in the dispersion to obtain the shear viscosity.
The quartic term was also computed in [19] for N/ = 4 SYM, while [126] obtained the

analogous expression for d = 3 (ABJM plasma). The dispersions accurate to quartic

76



order obtained in these references are

1 1—In2
d=4: k)= —i—— k> — 4
wik) = =i b —igs s b (2.13)
D=3 wik) = i 1 kQ_i9+\/§7r—91n3 . '
o - 4xT 38473 T3 '

Stress tensor correlators: Let us use the Wilsonian influence phase to write out the
stress tensor correlation functions for the polarizations we have studied in this chapter.
We will focus on the correlation functions for ' = 4 SYM, and to keep expressions simple
pick the momentum to point along the z-direction, k = ké,. The overall normalization
for SU(N) gauge group is simply cog = gr—z.

Consider first the tensor polarization of gravitons, which map to minimally coupled
massless scalars in the Schwarzschild-AdS; geometry and is the Markovian sector of the
stress tensor. The retarded Green’s function for the corresponding component of the
boundary stress tensor Ty, can be read off directly from (2.127). Specializing to N' = 4
SYM one finds the retarded correlator

<TfyFT(_w7 —k) TgcCyFT (w’ k)>Ret
2 1-In2 , .In2 (2.135)

This expression includes the pressure term, which is the spatio-temporally constant, back-
ground term, which is required by Kubo formulae analysis [109]. The expression above
should be compared with Eq. (4.8) of [109] — we see perfect agreement at quadratic
order.”® We do also include here the cubic order corrections which is a new result.

The Keldysh correlator corresponding to the fluctuations using (2.71). Here we find

a4 c 2 In2
(TS (—, -1 T (,10)) = & () (1 - m?) (1 - 0 (4w ) .

(2.136)

This shows that the correlators obey the KMS relation to the quadratic order in gradients,

<TfyFT(—w, k) T " (w, k)>K61 = ; coth (ﬁ;}) Re [<T§;T(—w, k) T " (w, k)>Ret} .
(2.137)
The first principles derivation of this expression has not appeared in the literature hith-
erto, though given the retarded Green’s function and the KMS condition one could have
easily written it down. Note that we computed the third order gradient terms in the

infalling Green’s function mainly to get the first non-trivial terms which are not fixed by

36The dimensionless frequencies and momenta used in [109] differs from the one we use by a factor of
two.
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the Bose-Einstein statistics. The above expressions may be written more directly in the
average-difference basis from the effective action.

For the transverse vector polarization of gravitons with momentum along k = k é, we
will focus on the momentum density 7" and momentum current 7.7". These currents
are in turn expressed in terms of the non-Markovian scalar ¢, , in d-dimensions. To ob-
tain the shear sector momentum flux correlators one needs to invert the non-Markovian
inverse Green’s functions K, ,(w, k) which is straightforward. Accounting for the trans-
lation we have the following result for the non-contact or shear part of the stress tensor

correlators:

<T1?:BFT(_W7 _k) TvC:pFT(w7 k)>shear = szf kA <3073(_w7 _k> P _3 (W, k)> )
(T (—w, =k) T (@0, K)) gene = —Cor Ko w0 (05 (—w, —K) ¢ (w, k) | (2.138)

vr

<TCFT(_w7 _k) TZC:tFT(w7 k)>shear = szf k2 (.U2 <90—3(_w’ _k) 90—3 (w7 k)> ‘

zZT

In addition we also have a background contact, or ideal contribution which can be ob-
tained directly from Sijqeal, though this only contributes to the retarded Green’s function.
One has

(T3 (~w, =) T3 (0, K)o = 3 et (nT)*

(TS (—w, —k) TS (w, k)it =0 (2.139)
(T (~w, —k) TS (w, k) ) iey = cen (7))

The shear part of retarded Green’s function can be obtained by inverting the dispersion

function, modulo a factor of k2. We thus find:

1
<(‘073(_w’ _k)¢73(w’k)>Ret = _CZH ?
' <_im+1 L 07 = (1 = n2)* — 45(4)) m2]>_1
51 2 4 3

(2.140)

These expression should be compared with the shear sector correlators derived in [110]
extending the early work of [20]. In that work they choose to expand the correlator about
the shear pole, which leads to a non-local expression. However, as we have argued the
presence of hydrodynamic moduli can be handled more effectively by invoking a suitable
Legendre transform to write the inverse Green’s function given in (2.128).

The Keldysh correlator for the shear modes can similarly be obtained from (2.84).
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Specializing again to M = d — 1 and d = 4 we find the following

(p_y(~0, K)o, (w0, k)
bl o)

1—-In2 Y
—ito + — C|2 22

i g Wi a7 = ((1 = In2)? — 4h5(4)) w?]
(2.141)

-2

Once again we see the KMS relations satisfied to the order we have computed, viz.,

<<,073(—w, —k)p_,(w, k)>Kel = ;Coth (%) Re [<<p73(—w, —k)p_,(w, k)>ReJ (2.142)

Hydrodynamic effective actions: As a final application to the fluid/gravity corre-
spondence, we consider the non-dissipative contributions to the stress-tensor correlations.
The authors of [62] have proposed a conjecture for the hydrodynamic effective action for
this sector which they call the Class L Lagrangian. This conjecture relied on the structure
of non-dissipative contributions to hydrodynamic stress tensor and the transport data for
holographic fluids. In particular, it had been argued that the non-dissipative contribu-
tion should be captured by the following boundary Lagrangian density (cf., Eq. (14.37)
of [62]):

47T ¢ AT\ [ WR 1 1 2
ﬁW:Ceff(:z) _Ceff(Z) [d 3 ¥ V°r+dHar<d_1> 052111 (2.143)

This action is written in Weyl covariant hydrodynamic variables ¥V R is the Weyl covariant
curvature scalar on the boundary, wy,, is the fluid vorticity, and oy, is the shear tensor of
the fluid. This action was written down by reverse engineering known fluid transport and
was conjectured to hold non-linearly in amplitudes, but in a boundary gradient expansion.

It is simple to check that our results reproduce this structure at quadratic order in

amplitudes and gradients. All we need is the defining property of harmonic number

function, viz., Har (x 4+ 1) = Har (x) + —, to rewrite
1 1 2
Ad—-1,1)=————-H -—1). 2.144
(d=11) === dar(d ) (2:144)

This basically says that the contribution from the non-dissipative terms at O(w?) arises
from a combination of the Weyl curvature and shear squared terms in the Class L action.
At a numerological level this is not a strong check and one might argue that it was
guaranteed by the fact that we get the correct Green’s functions.

However, the reason for our optimism here is that unlike in fluid /gravity, we have put
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the gravitons in the bulk on-shell, evaluated the on-shell action and recovered directly
the Class L action. In fact, we get a clear prediction thanks to the grSK geometry.
The non-dissipative part of the hydrodynamic effective action obtained from Einstein-
Hilbert dynamics directly gives us two copies of Class L, for the R/L degrees of freedom,
consistent with the discussion in [62]. This is a promising start and hints at where in
the gravitational dynamics one can find the appropriate data to prove this conjecture.
The generalization to the dissipative sector also works as expected and is consistent with
field theory analyses. However, as noted in footnote 7 the structure at quadratic order
in amplitudes is not a strong test, but provides a useful sanity check that one is on the
right track.
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Chapter 3
Effective theory of energy transport

This chapter is based on [13] written by the author in collaboration with Temple He, R.

Loganayagam, Mukund Rangamani and Julio Virrueta.

3.1 The timbre of Hawking gravitons

In the previous chapter, the focus was on constructing an open effective field theory of
diffusive modes focusing on momentum diffusion in a neutral holographic plasma.' This
occurs through shear modes, which carry transverse momentum and shear the fluid ele-
ments (hence their name) without compressing the plasma as they propagate. Hence, the
shear hydrodynamic mode is present in compressible as well as incompressible fluids alike.
The shearing causes transverse viscous drag, resulting in the diffusion of the transverse
momentum. These shear modes are long-lived and diffuse slowly through the medium.
On the other hand, compressible fluids have an additional degree of freedom: the
sound mode. Sound travels by carrying a longitudinal momentum, applying pressure on
the fluid elements, which in turn results in a wave of compressions and rarefactions. As
the fluid gets compressed, there is a local change in pressure and energy density, unlike
in the case of shear modes (where the local pressure and energy density remain unper-
turbed). We remind the reader that the relativistic fluids are always compressible since
incompressibility requires an instantaneous transmission of pressure which is forbidden
within special relativity. Thus, relativistic fluids always have sound modes. The physics
of shear and sound are qualitatively different. While shear modes are diffusive and obey
parabolic PDEs, sound modes are oscillatory and obey hyperbolic PDEs. The difference
owes to the fact that a fluid at rest already has an energy density and pressure. A per-
turbation over this background results in the sound mode.” In contrast, a fluid at rest

has no momentum density, so the transverse momentum diffuses, resulting in the shear

1See [134] for the discussion of momentum and charge diffusion in a charged holographic plasma.
2We will only discuss perturbations which do not change the flat spacetime energy density. A static
homogeneous change of temperature or energy density is IR divergent and not included in our analysis.
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mode.

We have described until now the sound and the shear mode as being governed by
second order PDEs. In a realistic system, higher derivative corrections appear and the
effects of the thermal fluctuations need to be considered, resulting in a higher derivative
stochastic PDE. In the case of the sound mode, higher derivative corrections describe
the sound relaxation whereas fluctuations describe the noise background. More precisely,
the sound and the shear modes should be thought in terms of an open effective theory
incorporating both fluctuation and dissipation. As discussed previously, this is more
easily said than done: one first needs to systematically separate out the fast modes from
the slow modes and integrate out the former. In weakly coupled theories, we need to
further deal with the fact that sound relaxes over non-perturbatively long time scales. A
salient result of chapter 2 is that, these issues can be sidestepped if we consider a strongly
coupled CFT plasma and study it using holography.

In order to motivate our presentation of the dynamics of sound modes in a strongly
coupled plasma using gravitational dynamics, it is useful to recap some important fea-
tures of the holographic set-up highlighted in chapter 2. Firstly, it makes clear that the
dynamics of short-lived and long-lived modes, dubbed Markovian and non-Markovian, re-
spectively, are qualitatively different. At the linearized level, each such mode is described
by a scalar field propagating in the AdS black brane background. These fields were con-
structed as designer scalars non-minimally coupled to the gravitational background, with
the coupling modelled as a (auxiliary) background dilaton. Heuristically, the short-lived
modes are repelled from the boundary of the spacetime, while the long-lived modes are
floppy and have a large wavefunction support near the boundary, which prevents them
from decaying away rapidly. Technically, the Markovian nature is captured by the asymp-
totic behaviour of the dilaton and can be encoded in a single number, the Markovianity
index, M.

The Markovian nature of a bulk field is characterized by the boundary conditions

imposed on it in order to compute correlation functions via the GKPW dictionary.

o Markovian fields are quantized with Dirichlet boundary conditions and have index

M > —1.

o Non-Markovian fields are quantized with Neumann boundary conditions and have
index M < 1.

Note that this definition mildly updates the definition used in chapter 2. The main
distinction is that fields in the window M € (—1,1) can either be Markovian or non-
Markovian, depending on the boundary conditions imposed. This window is similar to
the usual discussion of relevant operators close to the unitarity bound in AdS/CFT [128],
when near-boundary fall-offs are slow enough that one can switch to general multi-trace

boundary conditions [129].
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Secondly, the linearized metric perturbations which contain both short and long-
lived modes can be decoupled by working with diffeomorphism/gauge invariant degrees
of freedom. This provides a clean separation of fast and slow modes, allowing one to
integrate out the former. It also makes clear what the natural gauge choices are for
analyzing perturbations on the grSK geometry.” The gauge invariant variables chosen in
[42, 134] leads to a smooth solution on the grSK geometry with appropriate boundary
conditions on the two asymptotic boundaries (corresponding to the bra and ket pieces of
the Schwinger-Keldysh evolution).

Let us now recap the results of chapter 2 pertaining to the specific case of interest,
the dynamics of the plasma stress tensor. Given a direction of propagation we could
identify polarizations labelled by the little group in the transverse spatial geometry. The
stress tensor operator has traceless spin-2 polarizations which are short-lived, and hence
were characterised as Markovian with index M = d — 1. The transverse vector spin-
1 polarizations were determined to be non-Markovian with index M = 1 — d. They
represented the shear modes of the plasma. This left out the single longitudinal mode
which is the focus of this chapter — it describes the sound mode resulting from energy
transport. These statements translate directly in the dual gravity picture, for the selfsame
decomposition can be applied to the linearized gravitons [106, 123].

In chapter 2 we studied the effective dynamics from the dual gravitational perspective
for the spin-2 transverse traceless tensor and spin-1 transverse vector modes (see [134]
for discussion of the same in a charged plasma). The non-Markovian shear mode was
captured by a designer scalar with index 1 —d. This scalar, which is weakly coupled near
the AdS boundary due to the dilatonic modulation, was quantized with Neumann bound-
ary conditions for purposes of computing the generating function of dual stress tensor
correlators. This was not an ad-hoc choice, but rather one enforced by the underlying
Einstein-Hilbert dynamics which, when distilled through the field redefinitions necessary
to arrive at the decoupled designer scalar dynamics, ensured that the variational principle
worked out with suitable boundary terms for this choice.

Since the shear mode is long-lived, constructing a local effective field theory requires
that we treat it in a Wilsonian fashion. Rather than compute the generating function of
Schwinger-Keldysh correlators we therefore chose to compute a Wilsonian influence func-
tional (WIF) parameterized by the long-lived boundary modulus field — the momentum
flux operator for shear modes. One could as well obtain this WIF by Legendre trans-
forming the generating function of correlators. Happily, the Legendre transformation was
simple and obtained by quantizing the designer non-Markovian field with (renormalized)

Dirichlet boundary conditions.

3The use of standard gauge fixing in the AdS black hole background leads to solutions which have
spurious singularities at the horizon, necessitating artificial boundary conditions in the interior of the
spacetime, in tension with the rules of the AdS/CFT correspondence.This is an issue for instance in the
solutions discussed in [88] and [108].
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Based on the description of sound propagation in relativistic plasma, one expects that
the longitudinal modes of the gravitons are similarly captured by an effective designer
non-Markovian scalar, which is dual to the boundary energy flux operator. While this
observation is morally correct, the technical details are significantly more involved. For
one, the field dual to the energy flux operator by itself (which we denote as © below)
does not have a nice dual geometric description. Rather, a linear combination of this
field and the conformal mode of gravitational perturbations has simple autonomous non-
Markovian dynamics. Even more curiously, this designer field, denoted Z, has its coupling
to the background geometry modulated non-trivially as a function of momentum.

While the technical reason for these statements can be traced through the derivation,
we do not understand the physical reason for why this should happen. On the contrary,
the field ©, while exhibiting no such pathologies, does not have simple autonomous
dynamics. All of this is in stark contrast with the physics of diffusive modes; even for
charged plasmas where the shear mode mixes with the Markovian charge current mode,
the dynamical system allows for clear decoupling and relatively simple dynamics for the
resulting non-Markovian degrees of freedom [134].

We will primarily focus on the spatially inhomogeneous modes of the plasma. Phys-
ically, we imagine cutting-off spatial momenta as & > k,, and examining the dynamics
of propagating sound modes above this cut-off. This is sensible for the plasma on R4~1!
to mitigate IR effects.” This perspective will be important for us, since the dynamical
system we analyze exhibits a somewhat discontinuous behaviour as a function of mo-
mentum. Spatially homogeneous modes (zero spatial momentum) have a qualitatively
different behaviour. For one, their dynamics appears to be Markovian, and further there
are zero modes that do not merge into Z. One such is the mode which corresponds to a
homogeneous static heating of the plasma, which as explained in footnote 2 is unphys-
ical (it changes the background solution). Since these modes do not directly affect the
dynamics of sound, we will mostly not discuss them in the main text. Nevertheless, for
the sake of completeness, we include an analysis of the homogeneous solution space. We
demonstrate that it can be understood as the space of large diffeomorphisms, and more-
over demarcate the part which is captured by our designer field in Appendix KX (see [137]
for an earlier analysis).

Part of the complication in the sound mode sector has to do with the fact that
there are many degrees of freedom in the dual gravitational description. One has seven
metric functions which can be combined into diffeomorphism invariant combinations.
Four of these can be eliminated a-priori, three by gauge fixing and one by using an

algebraic constraint arising from the dynamical equations of motion (latter for k # 0).

4The Goldstone mode for sound in Minkowski spacetime has soft modes which may be tamed by
considering the plasma on a large compact spatial sphere, i.e., using global AdS to provide a regulator.
While this is an interesting problem to study, working with a momentum cut-off will suffice to extract
the physics of fluctuating phonons.
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The remaining three fields satisfy three linearly independent equations of motion, of which
two can be solved by introducing the field © and enabling elimination of two functions.
The final step is to show that this field combines with the conformal mode to produce
the designer field Z for spatially inhomogeneous modes. Somewhat amazingly, the off-
shell Einstein-Hilbert action simplifies considerably when we parameterize the linearized
gravitons using Z.

The complexities are all pushed to pure boundary terms (a consequence of the large
degree of redundancy in the classical system). These also simplify significantly when
we consider asymptotically locally AdS boundary conditions, allowing one to show that
for purposes of computing correlation functions, Z should be quantized with Neumann
boundary conditions. Earlier analyses of scalar sector quasinormal modes in AdS black
hole geometries have not carefully analyzed the variational principle, leading to some
inaccurate statements in the literature.

The reduction to the single scalar field Z was first ascertained by [106] at the level
of equations of motion. Using their results and examining the asymptotics in global
Schwarzschild-AdSy, [124] argued that one should impose a Robin boundary condition
for the global analog of our field Z. During their study of planar black hole quasinormal
modes, [98] argued that the field Z should have Robin boundary conditions in d = 3,4
but should have Dirichlet boundary conditions in d > 5.” Since we follow the field
redefinitions and examine the variational principle, we have a clear prescription to obtain
an unambiguous answer: Z should be quantized with Neumann boundary conditions to
obtain boundary stress tensor correlation functions.” One way to see the issue is to note
that the field Z, and not its conjugate momentum, gets renormalized by higher order
counterterms. The renormalization of Z starts with the counterterm at quartic order
in boundary gradients (the leading cosmological constant and boundary Einstein-Hilbert
counterterms do not renormalize Z). Usual AdS/CFT dictionary with Dirichlet boundary
conditions renormalizes the field momentum and not the field, which is held frozen as the
source.

Once we have isolated the dynamics in terms of a single designer scalar degree of
freedom, the rest of the analysis follows along the lines described in chapter 2. We first
obtain the ingoing boundary to bulk (inverse) Green’s function by solving the dynamical
equation of motion, order by order in boundary gradient expansion. We discover in this
process another surprise: the solution for Z can be written in terms of the solution to

the minimally coupled scalar wave equation (equivalently the tensor mode solution) with

5A different combination of the linearized metric components with decoupled dynamics was con-
structed in [123] in radial gauge. This combination should be quantized with Dirichlet boundary condi-
tions as noted by the authors. We have not made direct contact with their variables, but note that the
relation to the field Z can be recovered from Eq. (4.7) of [98].

6This is true even in low dimensions d = 3,4 where the index for Z lies in the window Mg, € (—1,1)
mentioned earlier, allowing for both sets of boundary conditions. So while general boundary conditions
are technically allowed, they don’t compute stress tensor correlation functions.
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some simple replacement rules up to cubic order in gradients. At quartic order there are
new functions which reflect the change in the nature of the dynamics.

Armed with the boundary to bulk (inverse) ingoing Green’s function we can construct
the full boundary to bulk solution on the grSK geometry, parameterized by the expecta-
tion value of the corresponding boundary plasma operator. This information then suffices
to obtain the WIF at the Gaussian order by evaluating the on-shell action (which gives
the saddle point semiclassical answer). This expression can be equivalently written in
terms of the energy flux operator by a suitable field redefinition.

This is the primary result of this chapter: we reproduce in the process the expected
correlation function of the energy-momentum tensor isolating the locus of the sound pole
and obtaining thus the sound dispersion relation of the holographic plasma. Our results
are consistent with the earlier computations of [109] and [126], who obtained the non-
linear sound dispersion for ' =4 SYM (d = 4) and ABJM plasma (d = 3), respectively,

and generalize them to arbitrary dimensions.

3.1.1 Outline of the chapter

The outline of the chapter is as follows: In §3.2 we argue that the dynamics of Einstein’s
equations can be distilled into one designer field. We primarily present the final result
of the analysis and give a bird’s-eye view of the arguments leading up to capturing the
dynamics into a single field. We describe in §3.3 the solutions of the designer field and its
on-shell action on the grSK geometry. We then use this data in §3.4 to write down the
open effective action for the energy flux operator, completing thereby the task initiated
in chapter 2 of understanding fluctuating hydrodynamics in a neutral plasma.

To avoid cluttering the text with technical details, we have tried to summarize the
essential points as much as possible. Readers interested in understanding the steps leading
to our statements in detail are invited to consult the appendices. Appendix G gives a
detailed argument of how to assemble the gauge invariant data and use the dynamics
implied by Einstein’s equations to deduce the field Z for spatially inhomogeneous modes.
While the final result is not original, with a close relative of Z having already been
motivated in [106], we have tried to make more transparent the origins of the designer
field. On the other hand, Appendix H contains a careful examination of the Einstein-
Hilbert dynamics at the level of the off-shell action, which has hitherto not appeared
in the literature. For completeness, we give two presentations, one in terms of metric
functions after suitable gauge fixing to make connection with the dynamical equations,
and another in terms of the designer field Z. The latter is important for our analysis,
since we wish to establish the boundary conditions for Z — we prove that it satisfies
Neumann boundary conditions asymptotically for computing the generating function of

correlations. In Appendix | we give the expressions for the boundary observables which
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we use in §3.4. Finally, Appendix J compiles details of the solution we obtain in gradient
expansion. In particular, we give the near-boundary asymptotics of the functions which
enter the computation of the boundary observables.

For completeness, we also include Appendix X where we characterize the dynamics
of the spatially homogeneous modes and relate them to the large diffeomorphisms of
the background geometry. We demonstrate that there are additional zero modes in the

problem, which do not smoothly connect to the solution space parameterized by Z.

3.2 Dynamics and the designer sound field

As discussed in §3.1, to understand energy transport and the sound modes in the plasma,
it suffices to focus on metric perturbations involving scalar plane waves and their deriva-
tives. These scalar polarized gravitons will be the only set of modes we analyze in this
chapter. For this decomposition we pick a direction for the spatial momentum k and
define harmonics on R? 1! to be the SO(d — 2) harmonics of the corresponding little
group.

Concretely, we consider metric perturbations of the form

dstyy = (hap da’da®)™"

— 2 2 2
- /k { (20, dsty) + Wy dv® + 20, dvdr + W, dr®) S 31)

— [27 (W dv + Wy dr) Syda’ — 202 W, ST da'da’] }

Here S = ¢™*~" is the scalar plane wave on R~ and S; and SJ; are derived harmonics,

defined as

1 " 1 dij
S; =98, Sij_]&(aiaj— J 82>S. (3.2)

Tk d—1

Sj; is traceless but not transverse, 9;Sj; = % 0%9;. Tt is thus distinguished from the
derived harmonic S;; used in chapter 2 (see Appendix I), which is neither transverse nor
traceless.”

There are seven metric components in the perturbation above. A-priori we expect
that these seven functions obey seven coupled radial ODEs arising from the linearized
Einstein equations. Owing to diffeomorphism invariance not all of these dynamical equa-

tions are independent. One must first identify the pure gauge modes from the physical

“In the conventions of Appendix F, S;; satisfies the normalisation

(Si,

(wi, k1|, %), ST (w2, ka|v,x)) = x (2m)4 6%k + ks) . (3.3)

d—
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perturbations and focus on their dynamics. This problem has been analyzed in detail
in [106], whose discussion we can adapt for our purposes. Following their analysis we
will refer to the two-dimensional {v,r} spacetime as the orbit space. The physical sound
mode ends up being described as a non-Markovian scalar field in this orbit space.

We now explain how to efficiently distill the dynamics into a single gauge invariant
degree of freedom inspired by the previous analysis of gauge dynamics in [42, 134].°
The key point is that there are seven metric functions while the classical phase space,
parameterized by gauge invariant data, has only one physical degree of freedom in the
scalar sector of gravitational perturbations. To arrive at this result we make use of the

following observations which are elaborated upon in Appendix G:

o There are seven diffeomorphism invariant combinations of the metric perturbations
W 45 which can be organized as an orbit space traceless tensor, an orbit space vector,
and two orbit space scalars. One first deduces that the orbit space vector (¥,, and
V,.) and one scalar (V) can be gauge fixed to vanish, leaving four functions, which

are essentially W, W, W,,., ¥,

« Time-reversal involution is an orbit space diffeomorphism: ¥, ¥,,, ¥, + % r2fW,, are
time-reversal even, while ¥, +72f U, is time-reversal odd. This information is useful

to constrain the structure of the equations of motion and the action.

o Among the equations of motion we find an algebraic constraint, which allows elimina-
tion of W,, for non-zero spatial momentum. Two other equations are the momentum
constraint equation (which is the boundary energy-momentum tensor conservation)
and a first order radial equation. These two equations can be used to solve for W,
and ¥,, in terms of a function ©, which is related to the boundary stress tensor

component (Tepr),’

One therefore finds that the metric can be parameterized by two functions: an overall
Weyl rescaling of the background geometry and a function which encodes the physical
data of the boundary stress tensor. We will label these fields as @, and ©, respectively,
and judiciously define them with suitable factors of  to simplify the dynamical equations;
w

2 —
\IJU'U + T f\IJUT' = _ﬁ @ . (3.4)

The metric parameterized by these fields, subject to the gauge fixing where all the

metric components involving derived scalar spherical harmonics are set to zero, is said to

8We will exclusively describe the dynamics of modes carrying non-vanishing spatial momentum in
the text, relegating the analysis of spatially homogeneous modes to Appendix K.
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be in the Debye gauge. Our scalar perturbations are then captured by’

i) f de dr [ dr D, O fo. (dr\’
2 2 + 2
dS(l) = 77“‘1\_}\/2 dS(O) + 2 77“‘1_5 E W (7‘2.]0 — dU) + Td_3 dv® — (d — 1) ,rd—\jlv (7”2f> .

(3.5)

We have written the metric in the basis of the cotangent space that is adapted to the
time-reversal involution of the background.

The last step involves analyzing the remaining dynamical equations of motion and
discerning that they can be solved if one further introduces a field Z to parameterize @,
and © as

o 1, ., 1 k?

The function Ay is curious. It is a non-trivial function of spatial momentum (indicated
by the subscript). It will turn out to be a designer dilaton for the field Z and is given by

d—1 d(d — 1)
Ak(T)Ek2+TT3f/:k2+W.

(3.7)
Because of the momentum dependence, the field Z should be seen as residing in the orbit

space and not in the entire background geometry.'” Note that there is a linear relation
between © and @, from (3.6)

O=0, — 2. (3.8)

(d—1)
Our main claim is the following: linearized Einstein equations for scalar perturbations
of the Schwarzschild-AdSy,1 geometry are satisfied provided the field Z obeys a second

order linear differential equation

873 Ag(r)? Dy <rd3ik(7’)2 D+Z> + (wQ — K2 f [1 — lmb Z=0. (3.9

This equation is the ‘master field equation’ obtained in [106], which we have obtained in

a somewhat different parameterization.'’

9We have written the metric directly in position space as the fields ®,, and © are simply Fourier
transformed with the scalar harmonic S.

0The origin of Ay is analogous to the Ohmic function h(r) which appears in the analysis of vector
perturbations of the Reissner-Nordstrém-AdS,1 black hole [134]. The modulation there was due to the
background charge whereas here it directly relates to the momentum carried by the perturbation.

"The authors of [106] prefer to write the equations in Schwarzschild coordinates and express it
as a Schrodinger equation in orbit space for a field Sky. To bring our equation to their form, one first
transfgrms from our ingoing coordinates to Schwarzschild coordinates and implements a field redefinition:
Z = 7‘%5 Ak SKI-
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We have written the effective dynamics in a manifest time-reversal invariant form.
This implies that for analyzing the solution on the grSK geometry (1.33) we only need to
solve (3.9) in a single copy background (1.36) with ingoing boundary conditions. One can
then use the time-reversal properties to construct the outgoing solution and thence the
full grSK solution with boundary conditions specified on the two asymptotic boundaries
at 7 — oo £ i0 as described in [61]. Arriving here was a key step in the analysis:
had one worked with other gauge fixing methods traditionally employed in AdS/CFT
such as radial gauge, while one would have been able to solve the ingoing problem, the
corresponding outgoing solution would be singular. The issue is similar to the problems
encountered with gauge fields and momentum diffusion analyzed in chapter 2.

Not only does one end up with a single second order differential equation to solve in
the scalar sector of gravity, but there is also a remarkable simplification of the Einstein-
Hilbert action. Plugging in the parameterization, we find after a series of algebraic

simplifications the dynamics of Z to be governed by a simple dynamical system'”

1 d 1
— S[Z] - _/ QYs k4 / dr V4 A ]]])+ZT D+Z’ + VZ(T)Z’T Z |+ de [Z’] ’
Coff k8 r2f Y

3.10
w? k2 (d—2)r® f' ( )
Vo(r) = ——=+ = |1 ——F——].
r2f = r? Ay,
The dilaton y, which modulates the gravitational interaction is"’
X = ! 3.11
(& = m, ( . )
while the normalization is fixed by a parameter v,, which in turn is
2(d—2)
= —————— . 3.12
YT dd—1) (3.12)

This is a remarkable simplification given the complexities inherent in the scalar perturba-
tion; our field redefinitions in (3.6) imply that the metric in Debye gauge is a function of
{Z,D;2,D3 2}, so the truncation of two derivative dynamics is indeed a welcome surprise.
As one might expect, much of the complication is hidden in the boundary term S, [Z]
in (3.10). It captures all the contributions from the Gibbons-Hawking term, additional
boundary terms encountered while writing the action in terms of Z, and counterterms.
In Appendix H, we explain how to obtain the action and the variational principle for the
field Z starting from the Einstein-Hilbert dynamics.

This action (3.10) is of the general form of a non-Markovian designer scalar introduced

ed—l

12The effective central charge is defined as coq = 16$‘é§N.

13y, was denoted as X in [43], which we have re-expressed in order to avoid confusion with the dilaton
associated with designer scalar probes of chapter 2.
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in chapter 2, albeit with some additional novelties. Firstly, the dilaton x, modulates
the gravitational interaction non-trivially as a function of spatial momentum k. The
Markovianity index,'* which depends on the asymptotic behaviour of the dilaton, is
determined to be .

TILI& eXZ = W — MkaIR = 3 — d (313)

We have made explicit our spatial momentum cut-off for clarity. Thus, we see that for
non-zero momentum the field Z is a non-Markovian designer scalar with index M = 3 —d.
Note that while the field Z has a non-trivial potential which we will need to take into
account, the potential does not, as in the analysis of [134], modify the Markovianity
properties. The latter is purely governed by the radial kinetic operator.

While our distillation of the dynamics into the designer field Z is only valid for spatially
inhomogeneous modes, for purposes of finding the solution, we can examine the behaviour
of the dilaton and the wave equation (3.9) at zero spatial momentum. On this locus
Markovianity index changes to M = d — 1, which suggests that the zero mode sector
comprises of short-lived modes (sound of course doesn’t propagate without momentum).
The full dynamics of £ = 0 modes is a bit more involved, though a part of the solution
space is indeed captured by Z with an effective Markovian dynamics as (3.9) suggests.

From a pragmatic standpoint, this switch between Markovian and non-Markovian
behaviour in §3.3.2 will prove very useful when we solve (3.9) in a gradient expansion.
Thanks to this observation, we will be able to write down the solution directly in terms
of known solutions of the Markovian wave equation with M = d — 1 at low orders in
the gradient expansion. As mentioned earlier, an analysis of zero modes can be found in
Appendix I, where we describe how Z(r,w,0) connects onto the set of large diffeomor-

phisms.

3.3 Sounding out the grSK geometry

For the rest of the discussion we will focus on the dynamics of the gravitational system
encoded in Z and recover the physics of sound propagation with attenuation. We begin
with the solution of equation (3.9) with ingoing boundary conditions. Subsequently, using
the time-reversal involution of the grSK geometry we will construct the full linearized
solution parameterized by the expectation value of a boundary stress tensor component
at the L and R boundaries.

14The Markovianity index was defined in chapter 2 with a minimally coupled massless scalar having
index d — 1.
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3.3.1 Solving the designer equation

To better understand the nature of the designer scalar Z(r,w, k), we first analyze the
asymptotics of the wave equation (3.9). As described above, while the derivation of the
Z equation is valid for k # 0, we can consider k > 0, since part of the homogeneous mode
solutions merge into Z.

Let us first focus on zero frequency solutions, but examine both the zero momentum
and non-zero momentum behaviour separately, owing to (3.13). At zero spatial momen-

tum, we have the asymptotic behaviour determined by

2(r,0,0) = & + i :d , (3.14)
where the constant mode ¢, is analytic, but the monodromy mode ¢, typically has a
logarithmic branch cut emanating from the horizon once the finite frequency corrections
are included. On the other hand at non-zero spatial momentum one finds the expected
non-Markovian behaviour:

2(r,0,k) = ¢y + . (3.15)

Per se, this is not unexpected given the general analysis of Markovian and non-Markovian

degrees of freedom as described in chapter 2. This is an explicit realization of the obser-

vation above that naively there is a change in character as a function of momentum.
Let us pause here to comment on two special cases: d = 3 and d = 4. The situation

in d = 4 is marginal; the monodromy mode behaves logarithmically. When we present

pd—4
d—4

taken by replacing this function by log . On the other hand, in d = 3, it appears from the

solutions we will be careful to normalize them as so the limit d — 4 can be easily
fall-offs that the field Z is Markovian since the index vanishes. This is misleading since,
as noted in §3.1, the field Z is actually non-Markovian for all d > 3. This is not manifest
from just analyzing fall-offs, for we also need to take into consideration the variational
principle and the boundary conditions for Z, which we discuss in Appendix H.3. We
demonstrate there that Z has Neumann boundary conditions imposed on it for purposes
of computing the generating function of correlators and hence it is non-Markovian for all
d > 3.

Returning to the dynamical problem we can solve (3.9) by disentangling the phys-
ical non-Markovian behaviour from the auxiliary Markovian one. We first rewrite the

differential equation for Z in terms of the designer scalar wave operator:

Dy =71 "Dy (’I“M ]D)+) + (w2 — k:Qf) . (3.16)
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When expanded in powers of momentum we find a remarkably simple form for (3.9):

9 _ vy k2 4 2 B _
@d_lz—kysf<1 (d—2)r2(1—f)+0(k)>(r(l—f)D+ d)Z, 0, (3.17)

where the parameter v was defined earlier in (3.12).
Since the operator ®,_; annihilates a Markovian scalar of index d — 1, which we write
as the field ¢, | in the notation of [12], one can subtract out this piece from Z and write

a general solution as
2(r,w, k) = ¢, (rwk) — v, q? Z(r,w, k) . (3.18)

We are almost done: Z satisfies an inhomogeneous linear differential equation of the
form 412 = source. The source is simply determined in terms of a Markovian field
¢, , in the background Schwarzschild-AdS,;; geometry, which has already been solved
for in chapter 2. That analysis has already inverted the operator ®; 1, so one simply
needs to add in a particular solution to determine the full behaviour.

Not only do we have access to the solution space, but the nature of the change in
asymptotics is now transparent. At zero momentum the second term in (3.17) vanishes
and simply has ©,_; annihilating Z(r,w, 0). At non-zero momentum however, the source
provided by the Markovian solution is scaled up because of the T(%f)]DJF term. This
accounts for the change in behaviour. We will parameterize the solutions in a particularly
convenient manner so that the non-Markovian behaviour in fact only sets in at quartic
order.”” This will turn out to be another artifact of the field Z; translating back to the
metric function @, or even O, we will see a change at quadratic order in momenta.

We now present the ingoing solution for the field Z and use it to determine the full
solution on the grSK geometry. Our analysis will be accurate to quartic order in the

boundary gradient expansion.

15Tn fact, this behaviour is quite similar conceptually to that observed for transverse vector polariza-
tions of photons and gravitons in [134]. There it was found that one had a Markovian mode which mixes
with a non-Markovian mode and picked up additional divergent terms. In that discussion, there were two
independent degrees of freedom which were decoupled to isolate the long-lived and short-lived modes.
Here there is only a single mode whose character changes owing to the underlying gauge invariance.
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3.3.2 Ingoing solution in gradient expansion

Working with the dimensionless variables introduced in (2.19), we obtain the ingoing

inverse Green’s function for the field Z, normalized to satisfy lime o G7(§,w,0) = 1:

Gr (& w k) = e“"F(g){l — 0% H,(§) — p3 Hy,(§) + i p; [y(€) +in’L,(¢)

+ pt Ju(&) + 02 p? Jk(&) + ot T, ()

q Ky(w, k)

T dd—1) l4(d_2)2m2<]k(§)+2d_2vk(€)] +}

(3.19)

We have introduced two new functions of frequencies and momenta in parameterizing
(3.19). The first, Ks(w, k), which we will later confirm to be the sound dispersion function,

is defined as
e
d—1

[o(w, k) = —itw —1? |(d —2) Hy(1) —

Ky(w, k) = —w? + +vsq* Ty(w, k),

. i3 2 (3.20)

i—2 T a—nua-*

Up to quadratic order K, captures the propagation of sound while I'y encodes its atten-
uation. The second parameter, p,, may be viewed as a ‘deformed momentum’ parameter

arising from the spatial modulation of the dilaton and is

d—3
2 _ 2
= — 42y, . 3.21
We have judiciously combined terms from the solution for ¢, , and Z to write the result
in this compact form (introducing the parameter p, in the process).'’

All of the functions that appear above, except for Vj(£), are defined using the ingoing
solution for massless Klein-Gordon scalar ¢, | in the Schwarzschild-AdS,, background.

More precisely,

G» (§w k)= eI ) {1 — w? H, (&) — q° Hi(§) +iw q° L(€) + iw® L,(€)

(3.22)
+q* Je (&) + 07 ¢ T (§) + o' J,(6) + -+ }
60ne way to observe that p? starts off as —% 2 is to note that setting A, = %r?’f’ in (3.9)

reduces it to )

rd—1

_ d—3
D+(?"d 1D+Z)+<w2+d_1k2> ZZO,

which has the form of a Markovian wave operator with analytically continued momenta.
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H Function ‘ Source H Function ‘ Source H

Fol@d-ne@¢-n] . |2 <sd 2— 1) —2(d —2) Hy()

H, 1 — g2a-1) Tk ( 24-D) Hy (¢) — 4 Hy (€)
+§d 20— 1) Ho(€)

Hy R ) Jo | (1=¢D) Hy(€) — 4 H(€)

I — 25 (€77 -1) Jr £ (67— 1) Hy(¢)

Table 3.1: The sources for the functions parameterizing the ingoing solution for Z in (3.19) which enter their
integral representation (3.24).

solves 41, , = 0 with ingoing boundary conditions, lim, ., ¢, , = 1, and thus
is the ingoing bulk to boundary Green function for the massless scalar described in
chapter 2. Therefore, the eight functions {F, H,,, Hy, I, Iy, J.,, Juk, Ji} are obtained by
setting M = d — 1 in the corresponding functions defined for general values of M in
chapter 2.'" The asymptotic boundary condition implies that they all vanish as r — oo.
Note that conversion from the massless scalar to the field Z involves replacing factors
q*> with p? in various places up to the quartic order: this in particular means that G
remains Markovian up to that order (for reasons explained in footnote 16).

The key function that controls the asymptotic growth is Vi (), which is defined by
the integral

d—4
Vi(§) = — 5 / yy_1 (3.23)

For d > 4 this function grows as r — oo, unlike the other functions. We have extracted
the leading divergence as r?4, which is precisely what one expects for a non-Markovian
field of index M = 3 — d as described around (3.15).

Since we are effectively inverting the Markovian operator ®,4_; to find the functions
above, they can all be given formal integral representations, assuming that the sources
are regular on the horizon and do not grow too fast at infinity. Just as in chapter 2, we

can write in general

o0 dy Y dy/ ~
56 = [ / i), 3.24

©=J y' =11y =1 W) 324
with (&) = §(€)—F(1) defined to measure function values relative to that on the horizon.
We tabulate the data for the functions appearing in the gradient expansion originating
from the minimally coupled scalar in Table 3.1. Further details of the solution, including
asymptotic expansions and expressions for the gravitational data from our solution for

Z, are compiled in Appendix J.

"Note that the general M solutions of chapter 2 are explicitly constructed only up to cubic order in
gradients.
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There is one important subtlety which the reader should be aware of in the way
we have presented the solution for Z. The solution to (3.9) up to the quartic order in
gradients does not determine I'y owing to the explicit factor of g% multiplying Vj(€) in
(3.19). This would be unfortunate since I'y will turn out to be the sound attenuation

function. However, if we compute the functions @, and © from Z (or any other metric

w
function) then this overall factor of g2 disappears and we obtain Ty accurate to quadratic
order by examining the coefficient of the non-normalizable mode in the solution. A
physical way to say this is to note that the boundary source is the conjugate momentum
with a factor of k? stripped off, see (3.32). This behaviour is manifest in the ingoing
Green’s function of the field @, which is given in (J.10) (the information in © is similar,
but not independent owing to the linear relation (3.8)). To obtain I'y directly from Z as
written above, we would have to compute the solution accurately to sextic order, another
peculiarity of the fact that it is related to radial derivatives of the metric functions.

In fact, we would like to conjecture that one can actually get I'y to quartic order
in gradients. From the leading divergent mode in ® (or ©), which scales as 7972, we
get an expression for K to quartic order (see (J.10)). However, we can also examine the
O near the boundary. It has a coefficient which is a non-trivial
one finds that

this function starts off as I's and gets corrected at cubic and quartic corrections (the

constant mode, scaling as r
function of w and k. By judiciously parameterizing the solution for @,
same quantity determines the constant mode of ©). If one uses a parameterization of
the solution in terms of I'y, simply noting that it starts at linear order, then it turns out
that the on-shell action is finite up to sextic order.'® Based on this observation and the
nature of the explicit solution, we predict an expression for I'y up to the fourth order
in boundary gradients, which we record for completeness in (J.9) (where for clarity it is

denoted as I's(w, k)). See (J.13) for the prediction for the sound dispersion function valid

up to quintic order using the above conjecture.

3.3.3 The grSK solution for the designer field

The ingoing Green’s function for Z suffices for us to determine the full solution on the grSK
geometry thanks to the time-reversal invariance of (3.9). We want to impose suitable
boundary conditions at the two boundaries of the grSK geometry at r — oo £1¢0. It
was argued in chapter 2 that a non-Markovian fields should be quantized with Neumann
boundary conditions if we wish to compute their correlation functions. Equivalently, the
asymptotic field value does not correspond to the boundary source, but rather gives the
dual boundary operator (akin to the alternate quantization of low lying operators). This

was cleanly formulated for probe non-Markovian fields and established to be the case for

18To clarify, we mean that in addition to the assumption that I'y starts at linear order in derivatives,
all we need to input is its relation to K via the first line of (3.20).
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diffusive modes in the aforementioned reference and [134].

The question we should first ask is what the Einstein-Hilbert dynamics with its
usual Dirichlet boundary conditions for computing correlation functions of dual energy-
momentum tensor correlation functions implies for the field Z. It turns out that while
the dynamics of Z is pretty simple in the bulk, as evidenced from (3.10), it has a pretty
involved set of boundary terms owing to the redefinitions in (G.27). The boundary terms
are a general quadratic form in Z, D, Z, and D2 Z, implying that generically we need to
fix a combination of these three quantities for stationarity of the action. However, one
can do better: armed with the asymptotic fall-offs of the field, one learns that the leading
set of boundary terms in a near-boundary expansion are simpler, and one indeed finds
that Z ought to be quantized with Neumann boundary conditions to obtain the dual
stress tensor correlators. The detailed argument analyzing the variational principle for
the designer field Z is given in Appendix H.3.

While the field Z is quantized with Neumann boundary conditions in order to compute
the generating function of boundary correlators, the resulting correlators have a sound
pole, reflecting the non-Markovian nature of the field. For this reason, it was proposed
in chapter 2 that one should, for purposes of computing a real-time Wilsonian influence
functional, parameterize the solution for Z in terms of the normalizable mode, which for
a non-Markovian field corresponds to the conjugate momentum.

With this understanding we will now parameterize the general solution on the grSK
geometry in terms of the sound modulus, which is the expectation value of the dual
boundary operator (’jz (thinking of Z probe field in the fixed Schwarzschild-AdS,; back-

ground). We will denote the modulus associated with the auxiliary field Z as Z and

write

(O =2,  ((O)) = Zx, (3.25)
with

Zim = r—lg}:ll:io [Z + counterterms] . (3.26)

In terms this boundary modulus field Z we can write the full grSK solution in the

average-difference basis as

o 1 4 Y
Z’SK(Ca W, k) = Gl; Za + KnB + 2) G; — Ny 6&0(170 Gr;v Zd, (327)

with Gi*((,w, k) = G¥((, —w, k) being the time-reversed propagator. It is useful to note
that Z has mass dimension d — 2 and hence Zva,d are likewise boundary fields with this
dimension. We will use this information in the next section to present the effective action

for the phonon modes in the relativistic plasma.
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3.4 Effective dynamics of sound and energy trans-

port

With the grSK solution for the designer sound mode, we can evaluate the on-shell action
parameterized by the fields Zu(“h which then gives us the open effective field theory of
sound propagation in the holographic plasma at the Gaussian order in amplitudes. We
first outline the details of this effective action and then turn to the boundary stress
tensor, which we will express in terms of Z and background polarization terms involving

the sources (.

3.4.1 The sound Wilsonian influence functional

Since the background Schwarzschild-AdS,,; geometry has a non-vanishing free energy, we
expect to see two contributions to the on-shell action. One is a piece from the background,
which based on fluid /gravity intuition should correspond to the ideal fluid free energy. In
addition, there will be the true dynamical data corresponding to the Wilsonian influence
functional (WIF) of the field Z. These two contributions are cleanly separated in the
shear and tensor sectors of a neutral fluid because, in those sectors, we do not have a
propagating mode.

A relativistic ideal fluid has a propagating phonon mode, so the split in this sound
sector is not a-priori manifest. We will therefore not identify the ideal fluid contribution
at this stage, but simply separate the on-shell action into the WIF and contact terms.
Subsequently, working out the stress tensor will enable us to understand which pieces
should be regarded as part of the ideal fluid contribution. With this preamble, let us

write the full action as a sum of two pieces, viz.,
S[Z’] - Scontact[z’] + SWIF[Z] . (328)

We now summarize the final result for the Schwinger-Keldysh effective action obtained by
computing the on-shell action for Z with the gradient expansion solution given in §3.3.2.
The reader can find details of the evaluation in Appendix [.3.

Let us start with the contribution to the WIF, which is ascertained to be

1 T N
— Swrl2] = - G (Z; K {z 4 (nB + 2) Zd] 4 cc> , (3.29)
where
Krwk) = — 2 Kk (3.30)
T @ — ) e ’

From this expression we solve for the boundary source of the field Z in terms of the
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moduli field Z and obtain

o o 1 . 9

u — Kln Za _ Kln . Krev Z ,
¢ Y2+ <nB + 2) [ ; . } d (3:31)
Cd Krev

One can give an alternate expression for the source directly from the conjugate mo-

mentum of the field Z, after stripping off a factor of k2, viz.,

o I1
CL/R =— lim —. (3.32)

r—oo=£i0 k‘2

It can be checked that our identification of the source in (3.32) agrees with the expectation
from the WIF (3.31) (which we expect on general grounds from chapter 2) and is verified
in Appendix H. Isolating a factor of k? in the WIF results in stripping off a similar factor
from the conjugate momentum (3.32)."” The rescaling by a factor of k? is only allowed
since we are focusing on spatially inhomogeneous modes and are implicitly working with
k> k.,

The source for the designer field can be given several equivalent expressions in terms
of the metric functions. Using the asymptotics of the solutions obtained in Appendix J.2

(see in particular (J.10) and (J.12)) one can show

D+(—) dl/s . (PW
CL/R o 4(d — ]_) r—>oo:|:20 Td T 8 7"—1102’:1!:1'0 rd_z ) (333)

These source terms are basically capturing the deformation of the boundary metric order
by order in the gradient expansion. Indeed, upon examining the induced metric 7,, on

the boundary

. D,© d)
(P)/L/R),U,V = hm, [Td 1 d + ( + > Thuj dﬂju dl' ]

_(1_4(d 1)(d - 3) 4(d

1 (3.34)
d—9 CLR)dU +<1+H<L/R>dx2,

we see that spatial and temporal components of the perturbed boundary metric can
be viewed as sources for Z. Since we have only one physical degree of freedom in the
longitudinal sector, we do not have independent metric perturbations, but rather see that
the red-shift factor captured by the temporal term is related up to a dimension dependent
constant to Weyl rescaling of the background.

With the identification of the sources we can now present the contact term part of the

action, which is a functional of these sources. Ignoring the background free energy term

19Tn the vector sector, the passage to Debye gauge already factors out a piece proportional to k2, even
in the off-shell action for the designer fields [12, 134]. This does not happen in the off-shell action (3.10)
for Z due to the momentum dependent dilaton, but is reinstated in the on-shell action.
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for simplicity, we find the following result at linear and quadratic order in amplitudes:

Ciff Scontact[z’] = 2(db;1) /k [éR - 5L + <d _(;l(cé)_ 6) (élir{ éR - éz CUL>‘| ' (335)

In §3.4.4 we will argue that this contact term can be understood as arising from the
on-shell action of an ideal fluid propagating on (3.34). This includes the somewhat
counter-intuitive numerical factor in the quadratic term, which vanishes in d = 6.

We will explain the individual contribution to the action, in particular the split be-
tween ideal and non-ideal parts, after we discuss the stress tensor. With that understand-
ing we will be able to cleanly identify the ideal fluid contribution. Along the way, we will
also argue that the non-dissipative part of the hydrodynamic action, the Class L terms
in the terminology of [62], can be extracted from the WIF. For the scalar sector we will
for example see the curvature coupling of the fluid at quadratic order in gradients. These
statements will be elaborated in §3.4.4.

Let us take stock of some physical implications from the grSK solution for Z, and the
results for the Wilsonian influence functional. We see that the inverse Green’s function
computed from the WIF is proportional to K(w, k). In other words, the retarded Green’s
function of @Z has a pole at the vanishing locus of K. This function also appears as
the coefficient of the divergent (non-normalizable) mode in Z. As described in chapter 2,
non-Markovian fields have a completely normalizable solution on a codimension-1 locus
in the boundary Fourier domain. For Z this is the vanishing locus of Kj; it will end up
defining the dispersion function for sound. This also implies that I's defined in (3.20) is
the rate of attenuation of sound speed due to viscosity. We will elaborate on this further
below when we discuss the physical sound degree of freedom and compute boundary

energy-momentum tensor correlators.

3.4.2 The boundary stress tensor

With the Wilsonian influence functional parameterized by the boundary value of the field
Z at hand, we can now turn to the physical boundary observables, which are the scalar
polarizations of the boundary energy-momentum tensor density. The stress tensor has
both a background contact piece and a contribution given in terms of the fluctuating field
@Z. In the scalar sector, the presence of a non-trivial boundary metric (3.34) means that
the result we quote for the contact terms depends on the index positions and whether
or not we work with stress tensor densities. We will work with tensor densities, quoting

the mixed components for the stress tensor operator, but compute the correlator for the
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operator with both indices raised.”’ For the sake of notational simplicity, we define

. 1
y— (3.36)

CFT *
Ceft

Here T is the counterterm corrected Brown-York stress tensor density given in (1.4).

We will take the viewpoint that the standard rules of the extrapolate dictionary in
holography (which can be extended to grSK geometry [61]) as applied to non-Markovian
operators dictates a canonical split between operator (or vev) and source contributions.
As explained in Appendix [.2, this can be seen by examining the Brown-York stress tensor
and ©. This

tensor must satisfy conservation and be traceless (up to the conformal anomaly, which we

(corrected by the counterterms) directly in terms of the metric fields @,

do not access in d > 4). This statement follows naturally from the momentum constraint
equation in the bulk geometry and underlies the original identification in [138].
With this choice the Schwinger-Keldysh stress tensor operator has the following rep-

resentation:
. d—1 2(d—1)? Ko
( v )L/R, - bd +/k S [bd CL/R_ d—1 (Oz,)L/R )
< . kw v
(7. )L/R:z S <<9Z>L/R,

(Aij L/R_ /S 5]CL/R
—i—/[(w — v T k?)67S - L r kQ(ST)J] (O,)i/m -
kld—1 Tem d—2""° LRI

(3.37)

We recognize the background contribution which says that the unperturbed planar Schwarzschild-
AdSg, black hole is a conformal plasma. The terms linear in f and (’v)Z are the terms we
should understand.
As it is written, the stress tensor is not manifestly traceless. Nor is the conservation
Ward identify obvious on the induced boundary geometry (3.34). The two do hold, and
are, in fact, equivalent to the relation between sources and vevs (3.31), which picks out
the sound dispersion locus:*!
2
Qd(czd_l) éL/R =0.
(3.38)

We should view (3.38) as giving us the on-shell condition for the sound mode which

<Vuf”'/>:0:<f #> — <w2—dk_21—k2ysrs> Z,V’L/R—i—

occurs when the solution is purely normalizable, i.e., when the source contribution is set

20In the AdS/CFT context, it is natural, as from any effective action, to extract the boundary stress

tensor density, since it only requires variation with respect to the boundary metric and no removal of

. . . _ 2 §5S
metric determinants (recall that the stress tensor operator is TH = T Sn ).

2IThe covariant derivative in the conservation equation is the one appropriate for the stress tensor
density, cf., footnote 20.
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to vanish. This confirms that the operator K gives us the dispersion relation for sound
in the plasma and identifies I's(w, k) as the attenuation function.

With this identification we can now give an alternate presentation of the stress tensor.
Let us use the dispersion relation (3.38) to shift the source and vev contributions in the

spatial part of the stress tensor, i.e., use the replacement rule

k> 1
- < K.
d—1 b

W — v, T k> (3.39)

Re-expressing K, Z in terms of ¢ we find that the stress tensor in (3.37) can be equiva-

lently presented as

. i1 2(d—1)? B
<T,U >L/R:— b +~/I<:S[b CL/R d_lzL/R )

~ kw
i — 3.40
(L) n =i 778 Zum. (3.40)

o~ . ~ . 2 . v
<Ti]>L/R - _dil <TUU>L/R 0 — k dk—2 vs I (S7)/ Zir -

The representation of the CFT stress tensor (3.40) renders the trace Ward identity

manifest. Additionally, it also isolates the sound attenuation contribution captured by
Iy solely into the spatial part of the stress tensor. In fact, the contribution is governed
by the longitudinal trace-free tensor structure Sj;. In this presentation, the tracelessness
Ward identity is manifest, but conservation now implies the on-shell condition (3.38).
One could go a step further and replace the I'y term in the spatial part of the stress

tensor once again using (3.39), i.e., express it as

()= (00 o () 0 20
2d(d—1)? (341

e /JST)/ G-

In this manner of presentation, both the conservation and tracelessness Ward identities
of the stress tensor are identically satisfied. The operator contribution encoded in Z has
the right momentum and frequency dependent factors for the conservation to be rendered
trivial, while the terms involving é , one can check, respect 7V, TH = by themselves.
While there appear to be three distinct parameterizations, the form given in (3.40)
is the one that separates the ideal fluid contribution from the dissipative part. We will

demonstrate this in §3.4.4 after writing down the stress tensor correlators.
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3.4.3 Correlation functions

From the Wilsonian influence functional (3.29) we can read off the correlation functions
of the (52 field operator on the boundary. The retarded Green’s function is given by
Ret 1 2d(d—1)? 1

) (—w, —k) O, (w, k = =— . (3.
<Oz( W, ) O, (w, )> iceﬁkQKiMnZ(w7k> ! Cogp Y 02 Ky(w, k) (3.42)

The structure of the WIF respects the KMS condition, as explained in the earlier works,

implying that the Keldysh correlator satisfies the fluctuation dissipation condition, viz.,

2

fe_ L coth (ﬂw) tm {K;Z(w’k)} . (3.43)

(0.(-0, 1) 0,0, k) = —5 k2 K2 (o, k)|

We can use this information to write down the stress tensor correlators given the
explicit expressions for the components in (3.37). From this expression it is clear that
the result is given by the two-point functions of @Z, suitably dressed to account for the
derivative operators present (the functions of w, k in frequency/momentum domain).

Before doing so however, we should note that we have the boundary metric determined
by a single source function (3.34), which implies relation between sources of various
components (and an absence of source for the spatial-temporal component). We will
view the boundary metric as defining the source for the energy density. Thus, we can
obtain the energy density two-point function naturally. Once we have this piece of data,
we will use flat spacetime Ward identities, as explained in [21], to fix the remaining
correlation functions. In particular, we demand that the contact terms in the retarded
correlation functions are fixed so that flat spacetime momentum conservation holds —
this implies that correlation functions with at least one temporal index vanish at zero
momentum. To fix the purely spatial components we utilize full energy-momentum tensor
conservation.

With this understanding, we now quote the result for the physical retarded correlator

for the energy-momentum tensor density operator T%” . We parameterize these as

Ret  2d &M (w, k)
Cdcepb? Ky (w k)

(T (—w, —K) T (w,k))

CFT CFT

+ analytic . (3.44)
To avoid writing involved expressions we pick a spatial direction for sound propagation,

setting k = k 2, decomposing R4~! coordinates into {z, z,} with s =2,--- ,d—1. One can
check that with this choice Sj; = = diag{—(d—2),1,--- ,1}. We choose a representation
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where B#7(w, k) are polynomials in w, k and take the form:

BU — 2 B = qw,
g =gt (1 ewr). oo =g (A Loum).
GUTT — 2 (dil T, Fs) : BUTTT — g (dil + v, Fs> ;
Qsm,ss_mq(dil_diQVsFS), Qsm,m:m2(d_1—|—usl“s),

1 1
Y

(3.45)
Any other representation of &***? would differ from the above by factors of K. The
Keldysh propagator follows naturally from the fluctuation dissipation theorem. Our
choice for non-analytic part of the retarded Green’s function recovers the result for the
analytically continued Wightman function given in [21] for d = 4.
The physical aspect of the result which is interesting is the fact that the stress tensor
correlators have a sound pole at the dispersion locus characterized by the vanishing of K.
As noted around (3.38) this function gives us the on-shell condition for the phonon mode.

At the leading order in gradients it enforces the expected equation of state condition,

which fixes the speed of sound in a conformal plasma to be \/dlfl. At higher orders the
'y pieces serve to attenuate the propagation and predicts its half-life.

Solving (3.38), and using the expression for I'; given in (3.20), we find**

k d—2 d—2 2—d
—i bk*+ d+2+2Har | —— || B®k3+--- . (3.46
d—1 'd(d—1) 2d2(d—1)3[ ar( d )] (340

We have indicated only one branch of the solution in the above expression.

As particular cases, note that with d = 4 we recover the results for the A’ = 4 SYM

23
plasmas,

q i 5 3—2log2 4
— _'_7 _i_...?
V3 67 7T o3

which was first obtained to cubic order in [109] (extending the original result of [21]).

(3.47)

Setting d = 3 we obtain the corresponding result for the ABJM plasma obtained in

22We used Hy(1) = —w Har (252) where Har (z) is the Harmonic number function.

ZWe work with dimensionless frequencies and momenta defined in (2.19). This definition differs from
normalizations used in earlier references. Our normalization is twice that used in [109], while [126] uses

a normalization set by temperature and not (inverse) horizon size, which in d = 3 differs by a factor of
3

4m*
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(08, 126]:
m:i— 15+\/§7r—910g3 :

i
- 3.48
V2 6 108 /2 T+ (3.48)

As we describe in Appendix J.2, from our solution we can actually extract higher order

q* +
corrections to the dispersion, and quote the result accurate to quintic order in (J.13).

3.4.4 A fluid dynamical perspective

We have now reproduced the physical results expected for sound propagation as encoded
in the stress tensor correlators. Let us therefore try to analyze features of the solution from
a hydrodynamic perspective and, in particular, attempt to understand the contributions
to the action (3.35). The gravitational calculation gives us the answer all at once, but
we can attempt to decompose it using hydrodynamic intuition.

The physical question of interest is how one delineates the ideal and non-ideal parts
of the effective action. Addressing this question will make clear that one should think
of the action as comprising of a Schwinger-Keldysh factorized part corresponding to
sound propagation and the physical influence phase which is the part that governs sound
attenuation, as we indicate in (3.58) below.

The non-ideal part, by definition, includes all the gradient contributions in the stress
tensor parameterized in hydrodynamic variables, whether or not they lead to dissipation.
We will use the stress tensor in the form parameterized in (3.40), which judiciously isolates
the non-ideal contributions into I';. As has been argued earlier [62], not all higher order
transport is dissipative. While dissipative transport leads to entropy production, in
general, there exists non-dissipative transport which is adiabatic and leads to no entropy
production. While at leading order I's(w, k) captures sound attenuation, which originates
from the dissipative shear viscosity term, it also includes contributions from higher order

non-dissipative gradient terms as we demonstrate below.

Parameterization of the ideal fluid: To keep the discussion transparent, we will first
identify the ideal fluid contribution, which by definition only captures zeroth order terms
in the gradient expansion of the stress tensor. Having understood this part, we will then
attempt to address higher order (spatial) gradient terms, which capture non-dissipative
transport.

Consider an ideal fluid with energy density and pressure related by the conformal
equation of state e = (d — 1) p, viz., the stress tensor density (nb: T is dimensionless for
simplicity)*!

~ .\ d
T
Tigea = V=7 (b) (Y +dutu”). (3.49)

24We are not keeping track of the normalization factor translating between the horizon size parameter
b and the physical temperature T, cf., (1.34).
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We claim that the part of our solution which is insensitive to sound attenuation, i.e.,
with I'y — 0, describes the dynamics of such an ideal fluid on the boundary geometry
(on either L or R boundary). Specifically, we assert

Thea = (T") (3.50)

I's—0

where <f “”> is the stress tensor density as parameterized in (3.40). We can confirm
this by solving the conservation equations arising from (3.49) on the induced boundary
geometry (3.34).

We can parameterize the temperature and velocity by a field 2, which is a-priori

unrelated to the stress tensor expectation value

- 2(d—1) W2g?
L =1- 7 a4 L/R ™ 7,35 <o L y
Tofm /kl d—2 SSnT gy S A (351
(u, dzt) , = —1+/ 2(d—1)(d_3)85 dv — MS-é dx’ |
T ufm K d—2 L/R kd(d—1) TR

Imposing the conservation equation one finds that Z and é must satisfy the relation
(3.38) with 'y = 0.”> With this constraint recovered, we may identify Z as the physical
phonon mode, i.e., as the boundary value of the non-Markovian field. We have effectively
isolated the dynamical sound mode, which importantly does exist even in the absence
of dissipation, on the inhomogeneous dynamical boundary spacetime (3.31). One can,

furthermore, use the on-shell relation to write the temperature more suggestively as

- 2(d—1)(d—3) b2 w?

In this presentation, we see that the source é contribution to the temperature is just the
red-shift effect for a fluid propagating on (3.34). The contribution from Z parameterizes

the response of the fluid.

Curvature corrections to stress tensor:  Beyond the ideal fluid, the first correction
comes from the dissipative shear viscosity term, which physically leads to the damping

of the sound in the medium. This is the leading iw contribution to I';. To isolate any

25This parameterization can be motivated by considering a phonon mode for a relativistic plasma, in
flat spacetime. All one needs is the statement that the dynamics is captured by conservation of the stress
energy tensor. It is not hard to check that for a linearized perturbation about an equilibrium plasma in
flat spacetime,

k2 9 .
T:To+/ SZ, uudx”:—dw—/iwkSidel7
pd—1 k

satisfies the conservation law at linear order in amplitudes provided (—w2 + d’“le) Z = 0. The latter

equation picks out the sound dispersion locus in the absence of a source.
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non-dissipative contributions we must therefore switch off time-dependence and focus on
equilibrium data. In stationary equilibrium, I';(0, k) = M% k2 +---. The Si; part
of the spatial stress tensor can be identified as the coupling of the fluid to background
curvature. For a conformal plasma it takes the form

T8 D 1 (0" ugug + 051 (0am)" o + Wi (Weor)a” ) (3.53)
Here "C*? is the Weyl tensor of the boundary geometry (3.34), wye, is the fluid vorticity,
o4 is the shear tensor of the fluid, and the angle brackets indicate transverse projection.
The value of the transport coefficient £ = 2 c.g 792 is known for Schwarzschild-AdS
black holes [132] (it was initially derived in d = 4 in [109]). Using the temperature and
velocity profiles identified above, one can directly check that our result captures this
contribution to the stress tensor.

Having understood the contributions at the level of the stress tensor we can now
explain how to interpret the contact terms in the action. Furthermore, we can also
isolate terms corresponding to the Class L adiabatic action (equivalent to the Lagrangian
density (2.113)):

SW = p~ d%x vV = fd — b fdfz 7W + 71 w2 + 71 Harmonic 72 —1) o2
l 2 2 vor l l sh *
(3.54)

Recall that YR is the Weyl covariant curvature scalar on the boundary.

Contact terms from ideal fluid: Let us begin with the ideal fluid part which is the
leading contribution in (3.54). To understand this we first note that the contribution to
S[Z] can be understood directly from the variational definition of the stress energy tensor.
Specifically, the on-shell action with I'y — 0, which prior to our Legendre transformation
is the usual generating function of correlators, is given by contracting the ideal stress

tensor (3.419) with the change in the background metric from flat spacetime, viz.,

SaalZ = 5 [ 0Ty G —n) 0 ST7 (3.55)
rs—0
Here we have dropped the background constant free energy part and focused on the pieces
arising from the solution to the linearized equations of motion.
Having understood the connection between the gravitational on-shell action and the
stress tensor, we can connect to the adiabatic effective action (3.54). Prior to the Legendre
transformation, the ideal part is simply the free energy evaluated on the sound mode

solution. On the grsK solution we can represent it using the rescaled thermal vector

26We have written this term in the second order stress tensor in a form inspired by the classification
of hydrodynamic transport introduced in [62].
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b, = (ﬂ)L/R, which is

L/R T

b2 1o 9
bL/R_bK /S L/R> / T S B (3.56)

In order to compute the quadratic part of the action it will suffice to know rescaled
thermal vector accurate to linear order in amplitude, consistent with our identification
using the stress tensor. The reason is that the amplitude expansion of the ideal fluid

action

_d v1—2
1dea1 /dd _7R (’YR),LLV bg b;] 2 _/dd'r VvV —Tr [_(VR),LLV bg bR] 2 ) (357)

results in two terms. One is the contribution which leads to the ideal fluid stress tensor in
(3.49) (from the variation of the background metric v, ), and the other the ‘heat current’
term, which originates from the change of the rescaled thermal vector (the variation
ob# = bt — +9,), cf., [62]. Using the on-shell relation for the ideal fluid one can check
that these two contributions nicely sum up (up to the aforementioned Legendre transform)
into the terms arising from (3.57).

To summarize, we find that the contact term contribution (3.35) in its entirety orig-
inates from the propagation of an ideal fluid on (3.34). It should now be clear that the
curious factor of (d—6) in (3.35) is just a numerical accident; it arises due to the relation
between the metric components in v,,.”"

This is structurally similar to the Wilsonian influence functional in the vector sector,
which captures the shear modes driving momentum diffusion in chapter 2. The main
difference in that case was that since there was no propagating mode; the ideal piece was
purely expressible in terms of a contact term, and moreover could be isolated directly
from the boundary terms of the Einstein-Hilbert action.

For the sound mode we can re-express the on-shell action as an ideal piece and a term

that captures sound attenuation. To wit,

1 d - 2 4 N 1 v
= 5[2] = Siden Z—/bdkA‘(ZTFS k{Za ( )Z} )
. [2] = SidearLr[Z] Ed—17 ) aLs(w, k) | Zo + (05 + 5 ) Za) +cc
(3.58)
Here the ‘LT’ term in the subscript is present to remind us that one should Legendre

transform the ideal fluid part to account for the fact that we have a sound pole.

2TThere is nothing special about relativistic conformal fluids in six spacetime dimensions, nor are
Schwarzschild-AdS7 black holes (and the dual (0,2) SCFT plasma) in any way singled out.
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Curvature corrections within I';: From the I'y term we can also reproduce the

Weyl curvature contribution in (3.54) above, as promised. One finds

2
s - [ Mg e e, (3.59
We have used the on-shell relation (3.31) between Z and ¢ to make clear that this term
arises from the spatial curvature of the boundary geometry. Note that the numerical
coefficient in (3.59) is determined by the stationary limit of the attenuation function,
I'5(0, k), identified before.

To summarize, the non-dissipative content within S[Z] agrees well with the class L
action (3.54). The contact terms and the two derivative kinetic terms of the phonon are
packaged cleanly within the ideal fluid part. The remaining terms from the influence
functional describe the attenuation of the phonon as it propagates along the plasma and

also higher derivative non-dissipative corrections predicted by the class L action.
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Chapter 4
Discussion and directions

In this thesis we have presented the construction of a model of fluctuating hydrodynam-
ics and therefore open quantum systems with memory. We imagine coupling some probe
degrees of freedom to conserved currents of a neutral plasma modelled as a holographic
conformal field theory. While a subset of modes of the conserved currents relax back
to equilibrium quickly (typically in a time-scale of order the inverse temperature), con-
servation ordains the presence of long-lived modes. Any coupling to such modes will
retain long-term memory leading to challenges in constructing an open effective descrip-
tion. While one can eschew the standard low energy gradient expansion and come up
with alternate ways to tackle the problem, we propose a Wilsonian effective field theory
approach and instead construct a local effective action for the long-lived hydrodynamic
fields."

The key idea we employed is to exploit holography and use the bulk gravity as a
guidepost for constructing such an effective description. Taking inspiration from studies
of systems with gauge invariance, we establish a formalism in terms of designer scalar
systems that captures the essential physical content. Our primary thesis is that for
systems with both fast and slow modes, one should decouple their dynamics at leading
quadratic order and understand each in their own terms. In particular, for the slow modes
which pertain to memory, one should isolate the subspace of low energy Goldstone-
like degrees of freedom, the hydrodynamic moduli space, and use them instead of the
background sources to parameterize the effective action.

Motivated by the above reasoning we argued that the contribution from a partic-

ular point in hydrodynamic moduli space is characterized by the Wilsonian influence

Note that alternatively one could restrict themselves to evaluating on-shell observables and take up
an approach prioritizing only the correlation functions, or one could work with non-local descriptions
which manifestly keep track of the long-term memory. As long as they reproduce the intricate long-time
behaviour of hydrodynamic correlators they are admissible alternatives. However, the criterion for a
good physical theory is that it allows to progressively and systematically take into account corrections
from quantum and statistical fluctuations within the fluid. This makes the Wilsonian EFT approach
highly attractive.
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functional Swir, which we have chosen to parameterize in terms of the sources for the
Markovian (fast) modes, and the fields (or vevs) for the non-Markovian (slow) modes.
We established that this object can be effectively computed using the holographic dual
description and used it to describe a universal framework to understand charge and mo-
mentum diffusion in chapter 2. The corresponding bulk description involved a simple
characterization of the designer scalars fields in terms of a single Markovianity index
parameter. Our main result is the Wilsonian influence functional of the diffusive modes
expressed as a functional of the expectation values of charge and momentum densities
of the boundary plasma. In chapter 3 we extended this analysis to include Goldstone
modes with a decay width. Specifically, we analyzed the dynamics of energy transport
and the physics of associated sound modes in a relativistic thermal plasma. The key re-
sult is the Wilsonian influence functional parameterized directly in terms of the boundary
expectation value of the energy flux operator.

While the field theory result for energy transport shares many characteristics with
the corresponding effective action for diffusive modes, there are interesting technical pe-
culiarities in the gravitational description. For the diffusive modes, one was able to
repackage the bulk dynamics into non-minimally coupled designer scalar fields (one per
polarization), where the non-minimal coupling was captured by an auxiliary dilaton,
whose primary characterization was its asymptotic fall-off rate (the Markovianity index).
This auxiliary dilaton however modulated only the interactions in the radial direction,
i.e., as a function of energy scale in the field theory, but was spatially homogeneous. This
no longer holds for the bulk dual of the sound mode; the auxiliary dilaton has a non-
trivial modulation along the spatial directions of the boundary. It nevertheless remains
true that the dual field has a non-Markovianity index 3 — d for spatially inhomogeneous
modes.

Owing to the spatial modulation of the designer field dynamics in the gravitational
description, one finds there to be an interesting discontinuity in the dynamics between
vanishing and non-vanishing spatial momentum. As explained at the outset, in order
to isolate the physics of sound, it suffices to imagine there being an infra-red cut-off in
momenta and to study modes which are long-wavelength above this cut-off scale. To
understand the physics of the soft zero modes however, needs a bit more work. These
modes can be understood as large diffeomorphisms of the background, but we have not
attempted to quantize this system. It would be interesting to do so.”

The gravitational analysis of chapter 3 gives a beautiful picture for the dynamics of
energy transport. The physical phonon degree of freedom is part of the ideal fluid, and
thus should be captured by the hydrodynamic sigma model (Class L) actions of [62].

Owing to the presence of a gapless mode, one should not construct the sigma model

2 Alternately, one could work with a physical cut-off, say by placing the plasma on a compact spatial
volume, e.g., on S 1.
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action directly, but rather write the Wilsonian analog, which effectively captures the
two derivative kinetic term of the Goldstone mode. Since this part is conservative, the
resulting Schwinger-Keldysh effective action is factorized into L and R pieces, as indicated
in (3.58). The dynamical information, viz., the dispersion relation (3.31), is obtained
from this action by the constrained variational principle outlined in the aforementioned
reference. The Class L action also captures higher order non-dissipative contributions,
like the background curvature coupling (3.59).”

Once we have separated out the propagating mode, what is left is the physics of
sound attenuation. Since this is driven by the leading order dissipative terms, the shear
viscosity of a conformal plasma, the structure is isomorphic to that found for momentum
diffusion in chapter 2. In other words, the physical influence phase of the sound mode
is the non-factorized part of the Wilsonian influence functional, with a physical kernel
[s(w, k). The dissipative part of this kernel is not captured by the Class L sigma model
actions, as it should be; it is these frictional effects which drive the plasma to behave as
an open quantum system. So in a sense, I';(w, k) is the physical influence functional for
phonons, though their complete dynamics also requires the kinetic operator arising from
the conservative part of the action.

At a conceptual level, it is satisfying to see elements of the fluid /gravity correspon-
dence emerge directly from the gravitational analysis. We emphasize that while earlier
discussions either focused solely on the retarded response to get hydrodynamic correlators
from the study of quasinormal modes, or left the conservation equations off-shell as in the
fluid /gravity correspondence, we are explicitly solving all of the dynamical equations and
evaluating the boundary observables. In our results we see clear glimmers of the structure
of hydrodynamic effective field theories. Whether the localization to the hydrodynamic
moduli space can be understood broadly in terms of the vision outlined in [139] remains
however to be checked.

From a certain perspective, it is quite amazing that the analysis of the bulk the-
ory instructs us to directly focus on computing the Wilsonian influence functional for
the non-Markovian fields. Recall that, one usually wants to freeze the classical sources
(non-normalizable modes) while functionally integrating over the normalizable modes to
obtain a generating functional for the correlators. As we saw in our discussion, freezing
the non-normalizable modes results in localizing the normalizable modes to the hydro-
dynamic moduli space. However, if we focus on solving the non-Markovian dynamics
with alternate (Neumann) boundary conditions one directly lands on the Wilsonian in-
fluence functional. It is rather remarkable that, despite many years of familiarity with
the AdS/CFT correspondence, the gravitational description naturally implements these

considerations by allowing for a simple change of boundary conditions to implement these

3There is a specific prediction for fourth order (in gradients) transport data contained in the q* terms
of (J.9). We have not attempted to classify the terms in the Class L action that are responsible for it.
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Legendre transforms.

Having the Wilsonian influence functional at hand, we can go back and understand
how to construct the generating functional of conserved current correlators. This can be
achieved following the usual construction of the quantum effective action. One can obtain
the (non-local) Schwinger-Keldysh influence functional in terms of the sources of both
Markovian and non-Markovian fields, by first solving for the non-Markovian sources in
terms of the hydrodynamic moduli and then performing a constrained functional integral
over these light fields.

While our analysis was focused on fluctuating hydrodynamics of a neutral plasma,
it can be readily extended to include fluids with non-vanishing amount of background
conserved charges. This gives rise to interesting transport behaviour where the dynamics
of energy transport and momentum diffusion couple to that of the charge current. In the
case of vector perturbations, it leads to the mixing of the modes describing Markovian
conserved currents and the non-Markovian momentum diffusion. For scalar perturbations
the analogous effect is the mixing of two non-Markovian modes corresponding to charge
diffusion and energy transport. However, in agreement with the paradigm we put forth
of obtaining decoupled dynamics of slow and fast modes at the quadratic order, it is
possible to decouple the dynamics as shown in [134, 140]. Tt will be interesting to test
our ideas on more complicated models such as holographic superfluids and holographic
metals as envisioned in [93].

Through out this work we have preferred to characterize the Markovianity of a probe
using its Markovianity index identified from the corresponding asymptotic fall-offs. It is
useful to ask if one could come up with alternate criteria to characterize these probes. For
example, from the fluid picture it is tempting to think that compared to non-Markovian
modes which dissipate at a slower rate, Markovian excitations which quickly dissolve
down should back-react weakly on the microscopic environment. From the perspective
of the bulk gravitational theory this suggests that an alternate characterization of the
Markovianity of a probe could be possible from the strength of its back reaction on the
near horizon geometry. A near horizon diagnostic for Markovianity is also compelling
from the perspective of the old membrane paradigm.

As a closely related point, recall that AdS/CFT dictionary accommodates alternate
quantization choices for specific windows of operator dimensions in the CFT. This phe-
nomenon is known to interplay beautifully with the physics of RG flows to deep IR phases
in the CFT [111]. In the context of holographic Wilsonian open effective theories this
foreshadows the following interesting situation. Notice that the Markovianity index of a
probe reverses between alternate quantization schemes. Therefore a probe which would
have been identified as Markovian in the UV theory could undergo a severe metamorpho-
sis under RG flow to become a non-Markovian mode in the IR and vice versa. It would

be interesting to explore this phenomenon from the perspective of open effective theories.
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We wish to point out a peculiar feature of how the grSK geometry encodes the ther-
mality of the dynamics around the black brane. Recall that the standard derivation of
the Hawking effect begins by arguing that natural quantization appropriate for a future
observer is distinguished from that for an early time observer. The thermality of the late
time correlations follows from correctly identifying the corresponding field modes, which
are related to the early time modes via a Bogoliubov transformation. In contrast, the
Hawking effect on the grSK saddle directly follows from analytical structure of the geom-
etry. Thus we reach the unusual conclusion that Hawking radiation which is inherently
thought of as a quantum phenomenon, is a classical deformation about the Schwinger-
Keldysh saddle. However, from the perspective of real-time path integrals this is not
a completely surprising result. Many inherently quantum effects like tunneling across
potential barriers and decay of meta-stable vacua are dominated by classical field con-
figurations along the Schwinger-Keldysh time contour [25]. The reader should compare
such results with computations of instanton effects in field theory, where fundamentally
quantum processes get repackaged as classical dynamics along the imaginary time direc-
tion. In fact, similar interpretations of Hawking radiation have been proposed by various
authors where the radiation originates from the tunneling of an interior particle to the
outside [141, 142]. However, the relation of these computations to our treatment based
on the grSK geometry is not clear.

In this thesis we study the Wilsonian influence functional only up to quadratic order
in field amplitudes. Correspondingly, in the bulk we analyse the Einstein-Hilbert action
expanded to the same order in metric perturbations considering them as small deforma-
tions above the black brane. One may take the amplitude expansion to be controlled
by either the bulk Newton’s constant or the background energy density of the boundary
plasma. While it is promising that we get consistent results for the quadratic theory, a
convincing evaluation of our proposal is possible only after constructing an interacting
theory of fluctuating hydrodynamics. In order to do this, we need to derive the corrections
to the WIF due to gravitational interactions by computing appropriate Feynman-Witten
diagrams [17]. One could further, systematically add in corrections due to bulk loop dia-
grams, which are subleading compared to tree diagrams at any given order in amplitude
expansion. An interesting import from the real-time approach facilitated by the grSK
saddle is that the thermality in the fluid fluctuations is qualitatively different from the
quantum corrections in the bulk theory; though gravitational loop effects and Hawking
fluctuations are both considered to be suppressed in the large N limit, their contributions
are cleanly distinguished on the grSK saddle.” It would be interesting to check if the
boundary conditions we proposed continue to yield a local Wilsonian influence functional
in the presence of interactions.

It is worth contrasting the analysis of real-time fluctuating hydrodynamics with the

4See [28, 143] for early discussions of gravitational loop contributions to hydrodynamics.
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earlier work on the fluid/gravity correspondence [22, 23]. The focus in that work and
extensions thereof was to construct the gravity dual of a fluid flow of the boundary CFT.
In particular, given a holographic system whose stress tensor one-point function can
be parameterized in terms of hydrodynamic variables, viz., temperatures and velocities,
obeying the conservation equations, the fluid/gravity paradigm constructs a spacetime
geometry characterized by this hydrodynamic data. By virtue of focusing on thermal
one-point functions, that analysis had a technical advantage of being able to work with
SO(d—1) tensor decomposition, but more importantly was fully non-linear in amplitudes
of departures from thermal equilibrium.

The open effective field theory paradigm however addresses a slightly different ques-
tion: What is the gravitational dual of a fluctuating plasma? More precisely, realizing
that the plasma consists of both short-lived and long-lived modes, we seek to parame-
terize its dynamics in terms of the sources for the former and the operators (or fields)
corresponding to the latter. This was the philosophy originally outlined in [42] for the
study of the Wilsonian influence functional of the plasma. One has to not only keep track
of the dissipative pieces which relate to infalling quanta in the dual gravity, but also the
Hawking quanta that correspond to stochastic fluctuations. But this is precisely what
has been achieved in terms of the designer fields, which now parameterize the fluctuating
bulk metric. While they are not manifestly SO(d — 1) covariant, and our analysis thus
far has been restricted to linear order in amplitudes, the close resemblance of the ingoing
part of our solutions to those obtained in the fluid/gravity literature makes it highly
suggestive that it should be possible to bootstrap onto a non-linear solution.

Finally, we remind that a crucial ingredient of our analysis, the grSK saddle, is only
a conjectured prescription which has survived many consistency checks so far. The effi-
cacy of this prescription beyond the probe approximation (after including back-reaction
on the geometry) is a question of high importance. A clear derivation of the grSK
saddle could inform us how to define it away from equilibrium, thereby facilitating the
derivation of a more complete description of fluctuating hydrodynamics in the boundary.
Another related direction is to identify gravitational saddles which are dual to generalised
Schwinger-Keldysh time contours in the boundary field theory. A pertinent application
of such a geometry would be to construct an effective theory of out-of-time ordered hy-

drodynamics.” It would be fascinating if this goal can be realized.

5Such a theory would perhaps make precise the relation between hydrodynamics and quantum chaos
suggested in [144, 145].

115



Appendices

A Designer scalar analysis

The designer scalar wave equation (2.3) can be written in several equivalent forms that
are useful not only for comparison with similar expressions that exist in literature, but
also to intuit some of the general features by quick inspection. We record a few of these
for the benefit of the reader:

o A trivial rewriting that follows from (2.3) is

(D4) %05+ Mr f Dy, + (0 = K f) 0, = 0. (A1)

which when converted to the explicit radial derivatives using (1.410) leads to:

d M-+2 dSOM . d M M dQOM 2 M-2 _

o Usual study of linearized fields in a black hole background is carried out in the
Schwarzschild time coordinate rather than the ingoing time v. We can recover this

form by a simple field redefinition, @5 = e3¢ ©,.» Which leads to

d\? d1—1)\ 5d P —kf| oo
[<r2dr> +<M+f >r3dr+f2 ]som =0, (A.3)

Time reversal for these modes are simply achieved by w +— —w: this is evident from

the fact that their equations have no linear terms in w.

o A Schrodinger-like form in the regular tortoise coordinate can be obtained by defining

ki M fw : . :
Py =TT it =12 e ¢ p,.- One obtains a standard eigenvalue equation:

2
)

goiﬁc‘“ =0, (A.4)
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with

V.= f k2+§Mr2(1—f)+iM(M+2)r2f : (A.5)
This form is often useful to ascertain stability of the solution to linearized perturbations
and argue for the self-adjointness of the linearized fluctuation operator. In the tensor
and vector sector of Einstein equations, these coincide with the Regge-Wheeler-Zerelli
master fields (a characterization we avoid in the text) studied in the literature as can
be inferred from Eq. (3.10) and Eq. (3.13) of [98]. The precise identifications are:

ORI = gpic_hlf , gpfﬁwz = gof“_h;. We furthermore note that the differential operator
9\ o
v2 — (2 _ A6
© (T f@r) ot? (4.6)

is the so-called orbit-space Laplacian which is used in the parameterization of the

gravitational perturbations [106]

A.1 Gradient expansion of the Green’s function

In the main text we have considered the gradient expansion of the designer scalar to
quadratic order in the frequency and momenta. We now give a general analysis in partic-
ular highlighting some of the central features and explicit results accurate to third order,

viz., O(w?, k*w). Firstly, we note that parameterizing the ingoing solution as
in = oI FME) =
Gr(w,rk)=e " =M, E), (A.7)
we can then rewrite (2.11) in terms of the following recursion relation for =Z(M, ¢):

Qerrd(gd _ 1) jg(rm, £) = 20w [E(M,€) — =M, 1)]
Jaapey] A8

£
dy =(M 2M2 4y
+/1 y Z( ,y)lqy + m

As before, we have performed one integral and fixed the constant of integration to remove
the pole at the horizon. This recursion relation can then be used to readily give the
appropriate first order ODEs at any order in derivative expansion. Till the third order

in the derivative expansion, we can parametrize the ingoing solution as in (2.18).

Solution up to quadratic order: Upon expanding out we find the differential equa-
tions for the functions {F, Hy} to be given quite simply since the leading order contribu-
tion comes from G (w = 0,7,k = 0) = 1. This then implies that these functions satisfy

simple differential equations that can be integrated up once immediately. One finds them
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to satisfy.

AFOLE Ly €-1
dH (M, §) ¢ @t —0 .
dg M—18M¢gd—1)

As advertised, we have performed the subtraction needed to make the derivatives of the
functions analytic near £ = 1. Comparing these equations with the defining equation
for the incomplete beta function (F.2) we see that we can immediately write down the
solution as advertised in (2.25).

The function H, (M, &) obeys a second order ODE sourced by F(M, £) which can also

be written down:

(i(fM+2_d(§d . 1)

dH, (M, €)
d¢

dFOM,§)

e =0 (A.10)

>+(§M+1)

Before solving this equation, it is useful to attend to the function A(M, ) introduced in
(2.26). This function satisfies a first order ODE

dAM,§)
d¢

dF(M,E)  dAV,E)
& de

+€d—2—M §2M_1 —0. (A.ll)

_(£M+1) éd—l

A simple calculation then reveals that we can massage (A.10) into a more tractable form
of a first order ODE using our definition of A(M, &) using (A.11). We have

AHOE) | as A(M,€)

i orer= =" (A.12)

where as mentioned in the main text around (2.23) we see an explicit occurrence of a
hatted function in the source term for H,. Using the explicit parameterization of A(J\/[, £)
in terms of the incomplete beta functions written in their defining series form (E.1) we
can again trivially integrate (A.12) to arrive at (2.27).

In addition to the differential equations and the explicit solutions in terms of in-
complete beta functions, it is also helpful to have at hand the asymptotic form of these
functions which will play an important role in our analysis of normalizability and bound-

ary conditions. We can use the defining series of the incomplete beta functions (F.1) and
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write down immediately,

FOLE = =2 Gt anea o * 2 Grd g g
[e'e] 1 o0 1
(M_l)Hk(Mjf):_T;)(nd+1—|—M)f"d+l+M +,§W y (Al?))
A(M7§) = _nZ:;) (nd+ 1+ M)é‘nd-&-l-&-?\/[ + nZ::O (nd+ 1 — M)é‘nd-&-l—?\/[ ’

Similarly, a double series expansion can be written down for H,,.

The functions at third order in gradients: At the next order we obtain for our

functions I and I, the differential equations

dl,(M,§) d—2mz

T T (A.14)
ALVE) | g Ho(ME) |
Ta P ey

We have employed the hat decoration to simplify the presentation of the source terms.
The solution to the functions I,(M, &) can be obtained using the lower order functions
we have derived. At each order the trick is to use series representation of the incomplete
beta function (E.1) to convert the final integral into the ODE for the incomplete beta
function (I£.2). Since Hy(M,§) was a simple combination of incomplete beta functions,
it follows that I will be given a single series representation (like H, in (2.27)). On the
other hand I, will be written in terms of a double series representation. We will outline
the structure of these solutions elsewhere, but for now will focus on obtaining the results
for the non-Markovian sector M < —1 assuming that we have solved the equations for
the Markovian sector M > —1.

To obtain the solutions in the non-Markovian case, especially with the view towards
determining their asymptotic behaviour, we will exploit a strategy similar to the one used
to determine the functions F(=M, &), H,(—M,§) and Hp(—M, ). The idea is to define

judicious combinations that simplify the analytic continuation from M — —M. Consider
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the following functions:

ARV, ) = (M + 1) [Ie(=M,€) + A(=M, &) Hi(—M,€) = A(=M, 1) Hy(—=M,1)]
+ (M= 1) [1(M, ) + AM, €) Hy (M, €) — AM, 1) Hy(M, 1)]
Au(M,€) = T(—=M, &) + A(=M, €) Ho(—M, ) — A(=M, 1) Hy(=M, 1)

£ LOGE + RO FLOLE) — AN 1) Hu(M, 1)
+ gy M08 - § [0 + A0 ]

(A.15)

By explicit computation we can check that these functions satisfy the following ODEs:

dAk(M7€) 5d—3 N\ o
g Any =0,

B e - 0
O 5 A00 [A0L9 + | =0

We can solve these equations at large ¢ in a Taylor expansion and use the freedom of

picking the integration constant to demand the asymptotic expansion

. 53\/[—3
P {Ak(M’ AT 3)} =0,

Jim A (V€)= 0.

(A.17)

The asymptotic growth of the functions I;,(—M, &) and I,(—M, &) can then be found by

using the asymptotic solution for the Markovian sector, and inverting (A.15).

At fourth order: Continuing thus, if we parameterize the fourth order contribution to
the function Z(M, £) as E(M, &) = g* Ju(M, &) + ? L (M, €) + 10242 L (M, €) we obtain

the equations for the functions J, to be

d M d—2 13
Jk(d§ ,§) I §M(€§d /1 dy Hy(M, ) % = 0,
dJ, (M, = . dA(M,
ég €)+2§Méd )[]O\/[g—'—/ dy H,,( My)(dyy)lzo7
(M d—2 . AOML
dJ, k(gg §) +2 o id [ Jv[’g)+/l dy <Hw(ij)yM 2 L (M, y) d(dyy)ﬂ 0.
(A.18)

It is clear that these can again be tackled as detailed above. We hope to report on useful

explicit parameterizations of the functions at a later date.
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A.2 Non-Markovian ingoing Green’s function at third order

We can now put together all the functions up to third derivative order and write the
ingoing solution for the non-Markovian case in a manner similar to (2.39) and obtain a

conveniently factorized form:

(M, €) + 10* H,, (M, §)
(A.19)

-M va[

Gr = efimF(M,g) 1— KI
J\/[

— it ¢ Ik(M €) —iw’ I,(M, &) +

M
We have written this expression in terms of the Markovian data using (2.26) and (A.16)
and parameterized it further in terms of a particular mode function =,,(M, ¢) which is
a non-normalizable mode function and a dispersion function K™ . These two pieces of
data are given by:

i 2
in _agM-1 | a° oA/
K" (w,k)=0 _ Zm+3\/[+1 - A(=M, 1)
+2ir0 [q7 Hy(=M, 1) + w? Hy (=M, 1)] + -]
B 2

M+1

- wg?
+ 2 M1 (AM,1) = (M — 1) H,(M, 1)) —l—] ,
(A.20)
and
- M—-1
2 (L.8) = AOK€) - [M # HR(O0E) + v 0G| 306
) ) (A.21)
respectively.

We note that, unlike the Markovian case (where there was no ingoing normalizable
mode), we now have ingoing normalizable modes for (w, k) satisfying the dispersion rela-

tion K™ (w,k) = 0. In other words, there exists a codimension-1 locus, a hypersurface,
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in (w, k) space where ingoing normalizable modes exist and are given by writing

Gi_"M (w,r k) = Gi_“M (w,r k)

Kin (w)k)=0
M-1

_ —ibwF (M) 2 2 A.22

M+1

—i g2 I,(M, &) —ir® I,(M, &) + - --

This ingoing normalizable mode (which only exists on the locus K™ (w,k) = 0) bears a
close resemblance to the ingoing non-normalizable mode in the Markovian case, cf., (2.18).
As mentioned in the text there are some differences in the normalization of the various
functions appearing at each order in the gradient expansion, but the overall structure
is closely related. Omne can indeed given the Markovian Green’s function guess at the
non-Markovian normalizable mode.

When K™ # 0, we get a non-normalizable mode =,,,(M, ) whose dominant growth
at large ¢ is given by A(M, ). Using (A.13) we see that this function grows as M1,
While the functions H, (=M, &), I (=M, §) and I,,(—M, &) have higher powers of A(M,¢)
in their parameterization, the powers higher than unity all cancel against the contribu-
tions of higher powers of F(—=M,¢). This is a good sanity check and consistent with
the requirement familiar in other holographic examples that the power of r giving the
dominant growth of non-normalizable mode is independent of (w,k) and hence cannot
change as we go to higher orders in derivative expansion.

For the computation of the conjugate momentum and counterterms we record that

asymptotically
M—1
lim Z(w, 7, k) ~ — ;v”[ —+0(r"?) (A.23)

which follows from the asymptotics of the function A(M,¢), cf., (A.13). Likewise

lim G, (w,r,k) ~ 14 O(r 1) (A.24)

7—00

A.3 Horizon values and transport data

In addition to the specific form of the functions appearing in the gradient expansion it
will also be useful to record the values of these functions at the horizon & = 1. These
determine the coefficients in our Green’s functions and in fact directly parameterize the
transport data for the hydrodynamic moduli.

To obtain them we can use the fact that the difference of two incomplete beta functions

we encountered, has a finite limit as we take & — 1, cf., (I2.6). This allows to extract the
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following values for the functions appearing in the gradient expansion
AM, 1) =s[y (s(M+1)) = (s(1 —M)) (A.25)

while

FM1) = s (s(M+ 1)) = ¢(s)]

H(M1) = 5" [ (s(M+ 1)) = (29)]
H,(M,1) = 522¢ (sOM+ 1)) [1 (sS(M + 1)) — ¢ (s(1 — M))] (A.26)
T;) [n—irs(l—l—M) n+s(1 —M)] ¥ (n+ 2s)
| Function | M=d—_3 [ M=d |
TN s o e
Hi(M, 1) d dﬂ_4) COt(%) 1 Har (%)
HV(M, 1) | 5k Har (—2) [Har (—2) — Har (4§ — 2)} 0
| Function | M=3-d | M=1-d |
sy | (D m (| ime()
Hi,(M, 1) d( ) Har (f — 1) Har (%)] d(dl >
HM(M,1) | —;% Har (4 Qd) {Har( d) — Har (% — 2)} . {Har (2 Qd)-‘

Table 1: Horizon values of the special functions appearing in the Wilsonian influence phase and determining
transport data for Maxwell fields and gravitons.

We can simplify H,(M, 1) using the harmonic sum representation of the digamma

function

m-+ z

¢(z)=gﬂ<mil— ! )—vE. (A.27)

Using this rewriting we may reassemble the contributions to H,(M, 1) as

Hy(M, 1) = HO(M, 1) + HO (M, 1)
(1) _ 2 —
HP (M 1) = 5 Har (=1 +s(1+ M) A, 1) (A.28)

> Ms?® Har (n +2s — 1)

HP (M, 1) = _;::O (n 4 s(1+M))(n +s(1 —M))

Note that H* (M, 1) = —H® (=M, 1). One should be able to find an expression for this
quantity in terms of polygamma values, but we will not attempt to do so here.

Of interest to us are the special cases M = £(d — 3) relevant for probe Maxwell fields,
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and M = +(d — 1) relevant for probe gravitons. In those cases we record the horizon
values of the functions that enter the Wilsonian influence phase in Table 1. In writing the
expressions above we have employed the Harmonic number function that has appeared

before in the transport data of holographic plasmas [132] which is defined by

Har (x — 1) = yg + ¥(2), U(x) = . (A.29)

B Further details for the gauge system

The equations of motion for the designer Maxwell probe (2.4) given in (2.92) can be

explicitly written out in terms of the covariant field strengths as:

ar(TMJrQGTU) + 81 (T’MGM) = O,
87« (TM(T2f Gm‘ + em)) + T’M &JGM - ’f‘M—2 8]'(?2-]- =0 y (Bl)
TM+2 averv - rM 81 (7’2]‘(‘3” + em) =0.

We have used here /—g = 79! as well as the relations
C" =Gy ) eir = _T_2< Cos + T2f erz) ’ eiv = —r? Cri ) eij =7t eij . (BQ)

In terms of the potentials, the equations of motion take the form

O (e (Vo VY, a0 (Vi 0V, _

8r<r (37” v >>+r oxi\ or o =0

2 M _9.(2 M g oV, — W\ _

a’]” (T (DJer az(r fvr + VU))) + r av < a’]” a$l> N 07 (B3)

—TM_Q((?Z@ — akﬁkélj)\?] = 0,

o (ovV, 9V, 0 0
TM“av(ar ~ ) Y o (Dm = 5 (Pt Vv)> =0.

These equations are invariant under the gauge redundancy V4 — V4 + 94A as can be
verified directly. Using the harmonic plane wave decomposition (2.93) one can infer the

equations (2.94) and (2.96) quoted in the main text.

B.1 Action of Z, time reversal

The time reversal Z, isometry v — i5( —v,w — —w leaves the background metric invari-
ant. The transverse vector equation of motion (2.94) has been explicitly demonstrated
to be invariant under this involution. We now claim that the designer gauge system in

(2.96) is also invariant under this Z,. The action of time reversal on the fields may be
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determined by the transformation of the 1-form

Ve =V, dr + ¥, dv — \I/xkl;idxi : (B.4)
One finds:
_ B _ 92 _
U, (w, 7, k) s e 6 (qlr(—w, r, k) + 27 U, (—w,r, k)) ,
r
Uy (w, 7, k) = —e P U (—w, r k), (B.5)
U, (w,r, k) = e U (—w, r, k).
Furthermore, using the relation — Bw 2;5‘} one can check that the following trans-
formations hold:
P(w, 7, k) e7P¢ (P( w,r k) + —fP( w,r,k)) ,
(B.6)

P,(w,r, k) = —e ¢ P,(—w, 7, k),
o(w, 7, K) = —e TP (—w, r k)

=i

The last two combinations, P, and II,, transform covariantly under Z, with an odd time
reversal parity. A third Z, covariant, even time reversal parity combination can be formed

from the first two and implies that

I, (w, 7, k) — e P, (~w, 7 k). (B.7)

B.2 Radial gauge analysis of the gauge system

In the standard discussion of gauge systems in AdS spacetime, one often tends to a-
priori pick a gauge. In this context the gauge choice that is most natural for the ingoing
mode analysis is the radial gauge. We have discussed the potential advantages of our
gauge invariant formalism in the main text, but for completeness let us examine now
the solution of the ingoing modes in the radial gauge and recover the standard story of
diffusion therefrom.

We set U, = 0 in the gauge system (2.96) to get the dynamical equations for the

remaining components ¥, and ¥,

d[1 d /- ik AW,
dr lrm dr <T qj”ﬂ a =0,

JV[]DLF {TMID)JF\I/ } + W, +ikrif x — L d (TM ‘ifv) =0, (B.8)

dv, .
—jw P2 2 ™M (]ILL\I/;E + ik \I/U> =
dr

)
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where we have used the identity &[4 %(rMH \I/v)] = ot L[PM2d] o simplify the
equations. For now, we will ignore the third equation, which is the radial Gauss con-
straint, and solve the first two equations in derivative expansion.

To second order in derivative expansion, the most general ingoing or analytic solution

in this radial gauge is given by:

— 1 9 (o] dy
\Ijv:Cv_MM (W_(M_{_l)q/g yM+2 Hk(_M7y)>
Falan = C) 4w G [T S8 F-My) 4o
ey
Uy = Co+iqu, [F(M+1,8) —iro Hy(M, )]

~ 110Gy — C) 0 ] [P €) — i (HLO0E) + 5 FOCE?)| 4+

(B.9)
where we introduced the combination
= oyl dy M 7
Hi(M,§) = /5 A1) {y FM+1y) - FM+1L1)+ M+ 1)Hk<_M7y)} :
(B.10)

The remaining functions {F, Hy, H,} are the familiar ones which we encountered in the
scalar field gradient expansion analysis in §2.4.

The coefficients C, and C, are the two non-normalizable modes (both of which are
analytic) whereas (i, is the unique analytic normalizable mode. The coefficients C,, C,

are fixed by the Dirichlet conditions

lim ¥, = C, , lim ¥, = C, , (B.11)
r—00 r—00
and they correspond to the boundary source perturbations. Omne can verify all these
statements using the asymptotic expansions in Appendix A.1.

The normalizable mode can be related to the Noether charge density via

gy — i 122 (DY 5 ) e e —wenl = v 1 (B0
(J70)" = lim, | ar Tl )| TRy RCmw ) = O ey (B12)

We subtracted a temperature-independent, gauge invariant counterterm to get a finite

result to this order in derivative expansion above. The corresponding Noether current
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density, after an analogous counterterm subtraction, is given by

, _ _ _ M—1
(JOFT) = ’Z lim [TM (DL 0, + ik W, + ik f U, ) — w h(k C, —wa)]
= —i(bk;) l1 i (FOM+1,1) — (M — 1) Hy(M, 1)) +] blj\?il
1 , ik;
—|—le1—zm(F(M,1) —F(—M,l))%—---} ?(kC’U—wC’x)%—--- .

(B.13)

Here we have used (2.38) to write the functions corresponding to the exponent —M in
terms of the functions corresponding to the exponent M . In the final expression for J?,
the penultimate line in (B.13) gives the diffusion current while the final line denotes the
drift current due to the external applied field. The coefficients here are the (frequency
dependent) diffusion constant and conductivity respectively.

The qualitative structure of the ingoing solution in the generalized gauge system is
now clear. Unlike the Markovian sectors, we have here a long-lived generalized charge
mode in the CFT indicated by the presence of an analytic normalizable mode. The
physics here is the generalized diffusion of this Noether charge density with generalized
chemical potential i, (Fick’s law) along with a drift in the charge due to external forcing
by potentials C, and C, (Ohm’s law).

The normalizable mode ji,, however is not arbitrary. Substituting our solution into the
radial Gauss constraint, which we recall we have left off-shell, we get a radius independent
relation between the normalizable and the non-normalizable modes (as we should). We

obtain the following constraint:

M

{—iw M+ 1)+ bR [1+iv (FM+1,1) = (M = 1) Hy(M, 1)) + -]}

(B.14)
—q{l—iw[FOM,1) = F(-M, )]+ -} (kCy —wCy) =0.

The above equation is the generalized diffusion equation in the Fourier domain describing
the diffusion of CFT charge density corresponding to u,, along with an ohmic drift due
to external field produced by C, and C,. If we set the external forcing to zero (i.e., fix

C, = C, —0) we get the inverse of the diffusion Green function
Gytag = —iw (M+1) 4 bk? (1 +iw[F(M+1,1) — (M —1) H,(M,1)] +-- ) . (B.15)
This is a diffusion equation with a frequency dependent diffusion constant
1 dp

D:Miﬂﬂ <1+§;’:d[F(M+1,1)—(M—l)Hk(M,l)]Jr---) (B.16)

127



Thus, in the absence of forcing we get a charge density that slowly diffuses and equilibrates
over the planar Schwarzschild-AdSy,; black hole horizon.

When we do having external sources forcing the system, we get a superposition of
the free normalizable diffusion mode with the normalizable drift mode due to external

driving (parametrized as heretofore mentioned by C, and C,):
fye = 13T+ q Greain [1 — 0 (FOM, 1) — F(-M, 1)) + -+ ] (kC, —w ;). (B.17)

The analysis in the radial gauge has some useful pointers for our general solution. As
we see above, the moment we impose the Gauss constraint, the third equation of (B.8),
we see that the gradient expansion breaks down. However, the physics of this breakdown
is simple it is associated with the presence of long-lived, long wavelength modes that we
are integrating out.

Thus, once the radial Gauss constraint is fully solved for, we get a breakdown of
derivative expansion and the Markovian approximation, but only via the diffusion pole

in GM,DiH-

C On the gravitational perturbations

In this appendix we give some of the details regarding the reduction of gravitational
dynamics encoded in the Einstein-Hilbert action onto the designer scalar and gauge fields
that we have discussed. The main aim is to show that the transverse tensor polarizations
of gravitons are a Markovian scalar (a minimally coupled massless scalar with M = d—1)
while the transverse vector polarizations leads to a diffusive gauge field with M =1 —d.
We do not discuss the scalar polarization, which are expected to be non-Markovian, since

they comprise the low energy sound mode.

C.1 Linearized diffeomorphisms and abelian gauge symmetries

Let us begin by quickly motivating the abelian gauge symmetry encountered in the aux-
iliary gauge system in (2.120). This symmetry is inherited from vector diffeomorphisms

of the form

A +/k > Ao(r,w, k) VE(w, klv, x) . (C.1)
a=1

This is the only allowed diffeomorphism once we ignore terms with scalar plane waves in

the harmonic decomposition. To see how this works, we feed the shift

. A MoTdA A A
dx' — dz’ + / > [dd 2 dr 4+ Ay (r,w, k) (dvd, + da? 8;)| V!, (w, kv, x), (C.2)
ki | dr
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into the background black brane metric (1.36). Retaining terms linear in A, and ignoring
further the modifications coming from the perturbations to the geometry parameterized
in (2.119) (which are non-linear effects), we can read off the effect of the diffeomorphism

on the fields parameterizing hsp. One finds,

dA,
\I]?H\Ijr‘i‘di, \Il,‘j‘t—>\IlU—z'wAa, \If;‘|—>\11x—ik/\a, (Cg)
r

which is of course equivalent to (cf., (2.99))
A% dzP s A% doP + / A S(w, k|v, x) dz® (C.4)
k

Thus to this leading order we are justified in thinking of the transverse vector gravitons
as an auxiliary gauge field.

An equivalent way to think about the emergence of this auxiliary gauge field is from
the dual CFT: we know that the shear sector of the CF'T sector carries a divergence free
momentum density. We can then expand such a momentum density (the vi components

of the energy-momentum tensor (7°°F")#”) in the basis of vector plane waves

(1) o, x) = | Z_le P(w, k) Vi (w0, K]0, x) . (C.5)

The diffusion of this momentum density is then equivalent to the diffusion of Ny, = d — 2

charges defined via
/k P (w, k) S(w, k|v, x) . (C.6)

In holography, as we saw in §2.7 the diffusion of a charge density is dual to the physics of
radially polarized photons travelling tangentially to the boundary. This then naturally
leads to a construction of Ny = d — 2 radially polarized gauge fields in the bulk, as we

have described above.

C.2 Graviton dynamics repackaged

The Einstein’s equations (2.121) are of course derived from the Einstein-Hilbert action,
along with the Gibbons-Hawking boundary term. In addition, one has to specific bound-
ary covariant counterterms that regulate the UV divergences and give finite boundary
observables, viz., the CFT stress tensor (T°"")* and its correlation functions. This is
given in (2.122).

The auxiliary system of scalars and gauge fields introduced in (2.120) and their re-
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sulting dynamics in (2.121) can be derived from the following action:

1 Nz r2 Ny
Shux = _/ d* vV—9 [2 Z Va®, VA(I)U + Z Z gAC gBD 97%3 g’D + SAuX, ct
o=1 a=1

1 g 1 & r? X N
SAux, ct = p) / d®r \/— [2 Z M 0,P, 0,P5 + T Z ol szy g)\]
o=1 a=1
(C.7)

The boundary counterterms in Sauy, v are fixed by the following requirements: they
should be diagonal in the auxiliary fields since the equations of motion do not mix the
fields. They also ought to obey the original symmetries of Sa.: the shift invariance in
&, and gauge invariance of 4. The terms written above respect these conditions and
furthermore only include terms that are at most quadratic in the auxiliary fields. The
coefficients are fixed by demanding that the counterterms cancel the divergences of Sauy
when we evaluate the boundary observables.

The induced metric can be obtained by taking the boundary limit of (2.119), leading

to®

ds%dy = (7#1/ + (h'Y,uz/) Tens + (h’)/w/)vec) dz* dz¥
Yo it d? = =1 () do? + 1

Np
(h%“’)Tens dz* dz¥ = r? /k7 ; O, T (w, k|v, x) do'da?

Ve

Nv
(hvm,> dx" dz¥ = 7“2/ > l2 U (r,w, k) V& (w, kv, x) dvdz’ + i U (r, w, k) Vi (w, k|v, x) dz’ dz’
N ka=1

(C.8)

We further note that the auxiliary action (C.7) is defined with only the background metric,
while the Einstein-Hilbert action (2.122) includes the tensor and vector perturbations as
indicated in (2.119).

For the purposes of computing the two-point function of the energy-momentum tensor
we need an expression for the on-shell action of the gravitational system. One quick way

to obtain this is to use the auxiliary fields and evaluate their on-shell action. We find:

1 N, Ny,
Sauxlonamen = ~5 / d'z lr‘“ S o,Did, + 1Y gPOAY(TFE, + 7 fTFE) | (CI)
o=1 a=1

We now explain how one obtains the dynamics captured by the auxiliary system

directly from the Einstein-Hilbert action along with the Gibbons-Hawking and boundary

SWe will write the induced metric with explicit coordinate r for simplicity. It is to be understood
that we are considering the metric induced at a fixed radial cut-off » = r. and interested in the limit
r. — oo. This also applies below when we discuss the boundary counterterms.
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counterterms in (2.122). Plugging in the perturbation ansatz (2.119) one finds by direct

evaluation:

S = / @2 /=g (R +d(d— 1)) = S — / d'z Lpnpa, +O(HY) . (C.10)

The fact that the equations of motion agree in fact guarantee that the above equality
should hold, up to the boundary terms in Lgpmpq,. In obtaining this result we have
dropped all the total derivatives along the boundary — terms of the form 0,F are not
included in the above. The boundary term Lg 34, comes from total derivatives along the

radial direction and can be computed to be

0
Lin pay = 27° {f g@r (

+le (L4 F) (AT + 2 AT + ff( f)(AC“)]}

Nt
Y DL +r? Z WAQAQD
o=1 a=1

(C.11)

A good consistency check is that this total radial derivative term should be cancelled by
the standard Gibbons-Hawking term. We indeed find plugging in the ansatz (2.119) that

SGH =2 /ddl' \/ —’)/K = / ddx (LEH,bdy + Lideal) )

a=1

1 M 1 M Ny (C.12)
L =1 {<d+ (@-2)f) (1 oy ZA?A?) +(d-1) Z(A?,)?} .

Ligea1 is by itself still divergent, but these UV divergences are cancelled by the gravita-
tional counterterms encoded in S¢ given in (2.122). Once again computing this quantity
by plugging in (C.8) we find we can express the answer in terms of the counterterms
evaluated for the auxiliary system of scalars and gauge fields along with an additional

piece. The final answer is given as

d
Sct = SAux, ct + /d xLideal, ct

1 M (C.13)

Lideaer = 2(d = 1) r" Jf | =1+ 5 Z P2 4 — Z AAT = 55 (A%)?
a=1

With this parameterization we find the finite combination for the piece we have charac-

131



terized by the adjective ‘ideal’:

1 M 1 M

“L g 0 B+ D (ATAT + (d - 1) (AD)°)
o=1 a=1

= [dte = [ ]

lim (Lideal + Lideal, ct) =—lim —
r—00 —

(C.14)

where we introduce the thermal vector b, which in the limit where we probe the equi-
librium state of the static Schwarzschild-AdS,;, black hole is given by b*9, = b0d,. The
adjective ‘ideal’ is now easily explained: the finite contribution appearing in (C.14) is
the ideal fluid free energy in the thermal state on the boundary. This action is explicitly

invariant under the Weyl transformations of the CFT metric.

D Conserved currents: gauge theory and gravity

In this appendix, we would like to describe the normalizable modes in the gauge theory
and gravity and relate it to normalizable modes of the auxiliary scalar fields. By standard
AdS/CFT dictionary, these correspond to the CET expectation values of the global cur-
rent and the energy-momentum tensor respectively. We will show that the normalizable
modes in the original gauge or gravity description matches with the normalizable modes
in the designer scalar description. This is perhaps expected given the reduction to the
designer scalars described in the main text.

We remind the reader that the definition of normalizable modes needs counterterms
built out of non-normalizable modes. The corresponding statement about counterterms
would be that the known counterterms for gauge/gravity variables reproduce the required
counterterms for the scalar fields.

We begin with the time-reversal invariant gauge system. Including the boundary
Maxwell counterterm corrections (see (2.110)) and the Markovian contributions into
(2.100), we obtain

Cui
JCFT — i M 261‘1} (2)81' vt
i A {7“ +c, 7’\/7}

_ o
= — [ K1 ) —=D, P
/k TLIEO{ D+7"\/7 + D} )

JiCFT - TILIEO TM {TQferi + em‘ + 0;2) avemr_\/-;‘ajeﬂ }

Ny B 1 B
= — r‘h—{goaz::l/kvf {TMD+(I)a +c? \/? Ml <k:2 - fw2> @a}
o)

+/kwkz- lim {@D + T\f/fm%} ,
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where we have used the parametrization given in (2.102). We have also used the fact that
the counterterm coefficient ¢ is equal to the leading counterterms ¢ and ¢ for the
corresponding scalars. The derivation above shows that the normalizable modes of the
gauge theory map directly to the normalizable mode of the corresponding designer scalars.
Further, note that the CF'T current appears in a form where the current conservation is
automatic, even after the couterterm is added. We can go further and add in the four-
derivative counterterms proportional to eX» y*% *V,,V5C v and ex sl V.CHV ;€ in
order to reproduce ¢ counterterm for the non-Markovian contribution.

Once the map between the normalizable modes is established, we can directly import
the results from the subsections §2.6.1 and §2.6.2. The expectation value of the CFT
current is given by adopting (2.67) and (2.78) to the gauge problem. This then gives
the CF'T current in terms of Markovian sources and the non-Markovian effective fields

parameterizing the hydrodynamic moduli space to the SK one-point functions :
JCFT _ / k’2 QR JCFT _ / k2 QL

(Jem) = - Zl/k Ve (K™ [(ny + 1) AS — 0y A2+, K20 [AS — A2)

+/k whki Ox (D.2)
Ny ‘

(et = = 32 7 (B [+ 1) AR = A5 O+ DR A7 = A7)

+ / W kl QL .
k

Here A denotes the source for the Markovian sector (magnetic part of the CFT current
source) whereas Q denotes the effective fields in the non-Markovian sector (the charge dif-
fusion mode). It can be readily checked that these expressions coincide with expectation
values obtained by varying the influence phase computed in the main text.

The above discussion can be extended to gravity. The analysis goes through with
minor modifications. The energy momentum tensor is given by the boundary limit of the

Brown-York tensor with appropriate counterterms:

2
\/%TMC;T = Ceff rll{go 7‘72\/—"}/ (2K"yw, — 2KNV — 2(d — 1)’}/#1/ + ﬁ 7G,u1/> 5 <D3)

d—1
where 7G/,,, is the Einstein tensor of the induced boundary metric and c.q = léfrgs This
expression follows from the on-shell variation of the gravity action with its counterterms.
As a warm-up, let us compute the CFT stress tensor for the background black-brane.

This gives

T dotda” = % [(d = V)dv? + dayda] = T4 datda” (D.4)
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We recognize here the energy-momentum tensor of an ideal conformal fluid at rest with a
pressure p = cegb~? and an energy density ¢ = (d—1)p = (d—1) cegb™? . We remind the
reader that the ideal fluid stress tensor for a fluid with an energy density ¢, a pressure p

and a spacetime velocity field u* is given by
Tigear = € u*u” +p (0" + uu”) = p (0" + du*u”) . (D.5)

In the last step we have used the relation ¢ = (d — 1)p arising from the fact that T+
should be trace free in a CFT.

Next, we turn on the tensor/vector perturbations to ask how the CFT stress tensor
changes under such a deformation. Since we are not turning on any scalar perturbations,
the contribution to the energy density 7" due to these perturbations is zero. The

components TSFT and TZ(;FT take the form

Ny )
_ Is _
ToN = —Ceff ) /kQVO‘ lim { &, + —=D,d, » ,
vi,Non-Ideal ffa < Ji U 50 D T\/T D

Nr 1
igﬁ\rlron—ldeal = —Ceff Z A T7; lim {rd_ID‘FCI)U + Cf;) f Td_Q <k2 - W2> (I)J} <D6)
o=1

Y rSoo f
Ny ' _ C(o) N
+ CeHO; /k w (kzvj + kjvz ) TILHOIO {(I)D + 7,,\/7]]])+®D} .

These expressions are the gravitational analogues of the gauge theory expressions that
were derived above. The counterterm coefficients in the above equation are evaluated
by setting M = d — 1. The normalizable modes in the non-ideal part again map to
the normalizable mode of the corresponding designer scalars and the energy-momentum
conservation is automatic. To get the four-derivative counterterms in the non-Markovian
sector ¢!? with M = d — 1, we need to add in the corresponding Riemann square coun-
terterms in gravity.

Evaluating the above expression on our solution, we can derive the SK one point
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functions of the CFT energy momentum tensor as

(T = / ePr () = / P
(Tem) = Z 5 (R [+ 1) % = )+ s K = 7))

+Z o (V3 V) P (D7)
(TS = z / (K [(n, + 1) 48 = ny 0]+ (n, + DET, [ — )

.S o (kv + kyve) Py
a=1

Here v denotes the source for the Markovian sector (the magnetic part of the CET met-
ric) whereas P denotes the effective fields in the non-Markovian sector (the momentum
diffusion or shear mode). It can be readily checked that these expressions coincide with
expectation values obtained by varying the influence phase computed in the main text.
We will leave for future a detailed comparison of the above expressions to the results from

fluid /gravity correspondence.

E On some incomplete Beta functions

We briefly review the properties of the subclass of incomplete Beta functions that have
been used to parameterize the solutions in the gradient expansion. We start by noting
their definition in terms of the hypergeometric series expansion and outline a few identities

that are helpful in verifying some of our statements. We recall, [92, Eq. 8.17.E7]

Za 0 Zm+a
B(a,O;z)EE 2F1(1,oz,1+oz;z)zzm+a. (E.1)
m=0

This series can be written down for any o except when « is a negative integer. It is
absolutely convergent for |z| < 1, as can be easily shown by ratio test. We conclude
that this series gives a well-defined function for any o ¢ Z_ and for all |z| < 1. Further
absolute convergence legitimizes term by term differentiation, integration etc., of this
series representation.

The central fact relevant for our purpose is that via term by term differentiation, it
can be shown that the incomplete Beta function solves the following inhomogeneous first
order ODE:

§z<1_§_d);€[ B(k’:l,o;;dﬂ+;k=0- (E.2)
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This can also be equivalently shown via the following integral representation valid for

a>0and |z| < 1:

z e~ 1dt
B(a,O;z):/O — (E.3)

One can check that a binomial expansion of the denominator in the integrand gives us back
the original series. The differential equation above uniquely determines the incomplete
Beta function up to an additive constant. For o > 0, the additive constant can be fixed
by demanding that the function vanishes as z — 0. The a < 0 case can then be thought
of as an analytic continuation from o > 0 case.

The incomplete Beta function has a logarithmic branch cut at z = 1: the series

expansion as we take z — 17 is given by

—B(a,0;2) =vg +¥(a) + In(1 — 2) + Z (1—2)". (E.4)
Here g is the Euler constant and v¢(«a) is the digamma function. The presence of a
branch cut is easily seen when « is a positive integer. In this case, the defining series
can be recognized as the Madhava-Taylor series of the logarithm with the first few terms

dropped:
a— Zk
B(a,O;z)zln(l—z)—i—Z? for ae€Z, . (E.5)
The logarithmic branch cut is evident in this case. Based on the above note in particular

that the difference of two incomplete Beta functions is analytic near z = 1, and is given

in terms of the digamma function ¢ (z) = L logI'(z)

lim [B(a1,0;2) — B(ag,0;2)] = ¥(ag) — i :

=T n—0 |:TL + 042 n+ aq

(E.6)

F Plane wave harmonics

We give a quick summary of our conventions for harmonic decomposition on R4 5!, We
will classify the harmonics to be scalar, vector and tensor, based on their transformation
of the spatial SO(d — 2) rotation group transverse to a fixed momentum vector k. This
is standard in most of the literature, see for example [106] for a general discussion. We
note that a more compact presentation would have used SO(d — 1) representation theory
as is employed in the fluid/gravity literature [22, 132]. Our discussion differs in a minor
way from the bulk of the literature in that we directly work in R4~! including the

time-frequency dependence in our definition.
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e Scalar plane waves: These are simply scalar plane waves
S(w, k|v,x) = etlex—iwv (F.1)

We will also need its spatial derivatives in what follows, which we denote by §; and

Sij-

e Vector plane waves: These are transverse vector plane waves, denoted V. They
are transverse to the momentum vector k, satisfying k; V¢ = 0 and transform in a
spin-one (vector) representation of SO(d — 2), which is the rotation group in spatial
directions normal to k. They will be taken to furnish an orthonormal basis for the

transverse vectors and are Ny = d — 2 in number.

o Tensor plane waves: These are transverse, symmetric, trace-free, tensor plane waves,

obeying k; T7; = 0 and Tf; = 0. There are clearly Ny = @ such modes which furnish

a spin-2 representation of SO(d — 2).

All these functions {S, V¢, T;’j} appearing above are, as noted, plane waves, i.e., eigen-

o]
ox?

mality with respect to the flat measure on R4, Let

functions of {i &, —i;%} with eigenvalue {w, k;}. On the plane waves we define orthonor-

(P (w1, ki|v,x), Q(wa, ka|v,x)) = / d%z P(wy, ki |v, x) Q(ws, ko|v, X) (F.2)
where we adopt the notational shorthand
die = dvd™'x, 6% ki + ky) = 0(wy +wa) x 67 (ki + ky) . (F.3)

The statement of orthonormality is then simply the standard plane wave normalization

in flat spacetime dressed with Kronecker deltas for the discrete labels, viz.,

(S(wi, ka|v, %), S(wa, kalv, %)) = (2m)4 6%(ky + ks)
<Via1 (wlﬁ k1|’U>X)7VzC'Y2 (w27k2|U7X)> = 5011012 X (27T)d5d(k1 + k2) ’ (F4)

1
5 <']T;’jl (wl,k1|v,x),Tf]?(cug,k2|v,x)> = o105 X (27T)d5d(k1 + ko) .

The basis of vector and tensor plane waves are also orthonormal with respect to

derived objects obtained by differentiating scalar or vector plane waves. Define:

1
Si(w, klv,x) = %&-S(w,kh},x) :
1
k2
1
Vii(w, klv,x) = P (8¢V§“(w,k|v,x) + aij‘(w,kw,x)) ,

Sij(w, klv,x) = —0,0,S(w, k|v,x) , (F.5)
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These derived wave harmonics are also normalized as
<Si(w1, k1 |’U, X), SZ’(WQ, kg”U7 X)> = (27T)d 5d(]€1 —+ k‘z)

(Ve (wr, ki [0, %), Vi2 (wa, ka0, %) ) = Gy X (27)% 6% (k1 + k2) | (F.6)
1
2

N | —

1

<SW(W1,k1|U X) Si]‘(UJQ,k2|’U,X)> (27‘(‘) 5d(/{?1 + kg) .

The relative orthogonality between the derived plane waves and the vector/tensor plane

waves is simply the statement that

(V¥ (w1, ki|v, x), S;(we, ka|v, x)) =
<T](w1,k1]v X),

0

Ve ( )) =0
<']I‘ (wi, k1[0, %), Sij(wa, kv, %)) = 0 (1)

S ( )) =0

These vector plane waves may be familiar to the reader as the plane wave solutions
for massless vector fields in R?"%! and they fill out a (d — 2) dimensional representation
of the little group SO(d — 2). From the point of AdS/CFT, long distance (i.e., small
{w, k;}) physics of these modes on the gravity side is dual to the physics of the shear
modes in the dual CF'T fluid. Shear modes are a diffusive branch of solutions of Navier-
Stokes equations where the fluid velocity or momentum density is divergence-free. They
describe the shear viscosity driven diffusion of momentum density transverse to the wave
vector direction. Because of the divergence free property, these modes occur both in
compressible as well as incompressible fluids.

These tensor plane waves may be familiar to the reader as the plane wave solutions
for massless spin 2 (graviton) fields in R*"%1. There are @ such graviton polarizations
in d spacetime dimensions. In AdS/CFT, these modes do not survive the long distance
(i.e., small {w,k;}) limit. They are Markovian and hence do not have a dual CFT fluid

analogue.

G Dynamics of scalar gravitons

Our starting point for analyzing the action is simply the Einstein-Hilbert action with
its Gibbons-Hawking variational boundary term and appropriate counterterms. We are
going to be working to quartic order in gradients. A-priori we expect that we would need
counterterms accurate to that order. However, as we shall see there are some additional
subtleties in this system which will allow us to obtain certain finite results from the

quadratic counterterms alone. Irrespective of this we will quote here the full counterterm
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action accurate to fourth order in boundary derivatives.”

The gravitational dynamics we consider is governed by®

Sga = [ d*e =g (R+d(d— 1) +2 [ do /=7 K + S
1 1
SCt = \/__/y <_2<d - 1) - "R - (ﬂfR,uy TRHY — d) ’YRZ)) .

d—2 (d—4)(d—2)? 4(d -1
(G.1)
We will first examine the equations of motion which we write as
1 1
]EAB:RAB—*RQAB—*d(d—l)gABIO, (GQ)

2 2

and then proceed to analyze the variational principle.

G.1 Gauge invariant data and time-reversal

To understand the dynamics of the scalar gravitational perturbations and deduce that
the dynamics can be captured by a single field Z we will proceed in a series of steps.
Our first task will be to identify the diffeomorphism invariant combinations of the metric
perturbations for the ansatz (3.1). A natural way to capture this information is to look at
the curvature tensors which we write in terms of orbit space tensors. It will be convenient

to define a connection on this part of the geometry:’

a

T =
dr

(rzf):dr—(d—Q)rf. (G.3)

Some useful identities which we have used to simplify the expressions are:

(m - ;T> §=nr/f D, (ﬁ%) , (m _ ;T> (r3) =r (m _ ;ﬁf') 3. (G.4)

We start with the metric parameterized in terms of W ,p as presented in (3.1). For
this geometry the gauge invariant combinations organized into the orbit space tensors are
[106]:

e An orbit space vector X* whose dual one-form has components

dw
r. G.5
" (G.5)

X, EkT\I/UI—iWTQ\I/T . X, =krv,, +r?

"The fourth order counterterms will turn out to be the leading regularization for Z which receives
no corrections at lower orders.

8We eschew the overall normalization by ﬁ to keep the expressions simple. Boundary quantities
will be obtained by multiplying by ceg at the end.

9We will use lowercase early alphabet Latin characters to indicate orbit space tensors in addition to
the conventions specified in §1.3.

139



o An orbit space symmetric traceless rank 2 tensor, Y, with components

Yoo = k% (Wy, — 272 f 0 ) — 2 iwX, — T (X, + 7 X,) ,

dX,
— — 1.2 ;
Yor = Yy = k2 (U, +20,) + (T — iw) T (G.6)
dX,
Y, = kU
dr

o And finally, we have orbit space scalars

v 1
— 1.2 T - 2
Y, =k (ms+d_1>+r(xv+rfxr),

Xy

1 1 1
=Yy = Yor + 5 2 Y, = k2 (\Pvr 2V —r? \1[7"7“)
“ ot BRI R R
(@.7)

2

To understand the time-reversal properties of these combinations we use the observa-
tion that on the orbit space time-reversal is just a diffeomorphism. Hence we conclude
that Y? and Y, have even time-reversal parity. For the reminder we use the fact that the
orbit space vectors can be decomposed into the basis adapted to time-reversal introduced
above (1.40),

X, dz* =X, (dv—d> (X, +7"2fX)d (G.8)

°f °f

and use the fact that dv — —f is odd under time-reversal and < f is even. Similar decom-

position for the tensors leads to

Y da® da® = Y, oo Y () +2r2f<Y +1r2fY> LAY
ab - 7’2f T2f or 9 rr T2f

) (G.9)
2 (7’2va7~ + qu) d; (dv Ci;)

For the purposes of analyzing the equations of motion it is helpful to define some

rescaled combinations of fields which have definite time-reversal parity. We introduce:
B, =B, by =t (U £ W), By =207 (G.10)

We summarize the essential information from this analysis in Table 2

G.2 Dynamics in the Debye gauge

In Appendix GG.1 we introduced the gauge invariant combinations of metric perturbations.

One can however fix some of these metric functions by using the diffeomorphism freedom.
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H TR Parity ‘ Gauge invariants ‘ Metric components H Debye gauge data H

Ys7 YU’U \Ijsa \II'U'UJ \IIT q)E7 (I)W
Even Yo + %T’Qf Y, U, + %T2f v, 0, Z
X’U + r2fX7' va + T2f \I[T'Z'
T2fY’UT’ + Y'U'U qI'U’U + /]"Zf \:[[UT’ q)()
Odd X, v,

Table 2: Time-reversal parity of the scalar perturbation of Schwarzschild-AdSg ;.

A-priori we can gauge fix three functions, leaving behind four of the seven perturbation
functions appearing in (3.1). We will implement this by working with a set of 4 functions
{0, V,,, V,,, U, } by first rescaling out a factor of k? from the gauge invariant scalar
and tensor data, Y, and Y, i.e., setting X, = U = 0. Equivalently, we have the gauge
conditions

Debye Gauge : V,, =W¥,, =V =0. (G.11)

We can interpret Y, and Y,, in terms of metric components in the scalar sector in a
Debye gauge.'” This is a coordinate chart such that metric has no derivatives of scalar
plane waves under plane wave decomposition, viz., the perturbation can be recast into

the form

ds?,,) = /k [0, = 22f 0) d0® +2(V,, +20,) dodr + Ty, dr® + 207 U, dx?}S
(G.12)
This was the gauge choice adopted in [106].
We will now present the linearized Einstein equations in terms of these scalars by
decomposing ((:.2) into plane waves. Employing the definitions in (G.10) and further

introducing the combination:

1

Y=

2(¢, —®,)+rf(d—1)P, +P,], (G.13)

we end up the metric which at linear order takes the form:

o, —rfd

)
2 2 2 2
sty = 3 Y dv +rd_1f(<I>o—<I>E+rfCI>W)dvdr+7‘ rd—gdx
) (G.14)
a W [2(®O - (I)E) +rf (d - 1) o, + (I)B] dr?.

With this choice of gauge the vector gauge invariants vanish X, = 0, while the re-

10This statement is true for spatially inhomogeneous modes. For spatially homogeneous modes all
the invariants Y, and Y, are determined in terms of the vector invariant X,, which has been set to zero
here by our gauge choice. Most of our analysis will be for k # 0 where this is not an issue. We will
highlight this when we study the homogeneous modes in Appendix K.
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maining scalar and tensor invariants simplify in the parameterization (G.14) to

k?2

Yszzrd_QCI)w
/€2
Y, = Yo = (@, —1f 0,,),
2 2 (G.15)
YOEYDU—FTvaT:m(I)Oa
2 k2
YB—YW"‘ fYrr:_W(®B+(d_3)rf@w)'

It will be helpful to assemble the equations of motion ((.2) into time-reversal invariant
orbit space tensor combinations as above. We first have the scalar equation, which
involves only @ and takes a simple form:"'

k’2

This equation is actually a simple algebraic constraint on the invariants: E. = Y_ + (d —
3)Y

The orbit space tensor equations assembled again into time-reversal invariant combi-

g

nations take the form:

2 pd=1
Ei=——E,
"Ta-1
2
=D, (T—r®,) ¢ (B, — ).,
2 pd=1
Egzd 1(]Em,+7” fEy)
k,Q
=—iw(T—rd,)+ 7d—1®o’ (G.17)
27‘d+1f 1
E, = Evr —r? Err)
L ( o

_ _p, (‘I—g@B) i@~ LDy = T+ 1) Dy, — (d— S D,

K rdd-1)r
2(d—1)  °

+g(w2—k2f)<l>w+

HWith W, # 0, this equation gets modified to

2 1
E,=———&_ +

d—3
= e Dy (1T D) S R

d—

Now ¥, is a Markovian field of index M = d — 1, albeit one with an analytically continued momentum
k? — —% k? and sourced by ®,. The operator acting on W is the one acting on Z in (3.9) with the

specification Ay = 41 r3 /. The Markovian part of the Z solution in (3.19) is homogeneous solution of
this operator.
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We introduced here the quantity T, which is defined to be

T T2f/
T=rd, — ]D)JF—E (réy)=r®, —D o, + ) o, |- (G.18)

This leaves us with the vector equations which being coefficients of S; have an explicit
momentum factor, keeping track of which will be important for understanding spatial

zero modes. We find:
E4 = QTd_lf Evi = Zk’z IE4
= tk; [D+(I)o + iw ((I)E - (I)B)] )
Eg, = 27’d71f (]Em + 7’2f Em) = Zkl Eg)

=1k;

) 1 T
Db, 4w ®, — (d=1) (D = 5 T) (1f®,) = L (d+ (A= D)@,
(G.19)
The tilded equations strip out the momentum factor which is convenient to do. The

remaining equations which are orbit space scalars picking out the trace and the S;; part

of the spatial harmonics can be naturally expressed in terms of them as

2d1
EGE " fZE”
=1
Eg, ) E4 d—2 =1 (G.20)
=D, (= — y ot Sydiy :
k‘k

Finally, a natural way to combine the equations involves taking a particular combination
of E, and Es:

2 ~
Ey="E, +E;

A
=Dy +2rf)[Dy®, — D, + B,] — iwd, + —— P (G.21)

(d—1)r
+(w —k2f+d k 3ff)

G.3 Parameterizing the solution space: k # 0

Since there are only four physical functions, we should only have to use four of the
equations of motion. One can check that not all the equations given above are independent
(explicitly visible for example in Eg and E;), which suggests that a judicious choice of
four equations should suffice to distill the dynamics into a manageable form. For k # 0

an efficient choice turns out to be the set {E_,E;,Ey, E3}, satisfying which will ensure
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that the reminder are also upheld. We will now analyze the equations introducing © and
Z to simplify the dynamics in the process.

Let us begin with E. = 0 which says that & (r,w, k) = 0, as long as we focus on non-
zero k, spatially inhomogeneous modes. We will use this to set ®, = 0 in this subsection
and return to the case where we have a spatially homogeneous function in Appendix K.

In the rest of this section we will give a brief discussion of how one simplifies the
dynamics to that of a single scalar field. We have three independent linearized Einstein’s
equations in the set (G.17), (G.19) for the fields {®_, ., P, }. It will be convenient to
pick the following combinations as our independent Einstein’s equations, setting ®, = 0
in the process to simplify our expressions:

k‘2
E, =D, T+ —&,_,

d—1
2
Ep = —iwT + —— &, (G.22)
- 2 12 (d=3) 5,
Es= (D) +2rf) Do, — P ] —iwd, + (w —k:f—i—Trff D .

We will see shortly that E4 in (G.19) will be accounted for (actually it can be eliminated
algebraically using an algebraic identity). The combination E; above will simultaneously

take care of E5 and E, by definition.

The Weyl factor and momentum flux fields: To solve these equations we adopt a
strategy similar to the one employed in the analysis of gauge field equations in [12, 134].
One notes that [E, is the energy conservation equation; in fact @ is the only time-reversal
odd field which is related to the momentum flux. This suggests we should algebraically
solve this equation by letting ®_  oc w. We express T in terms of the same variable and

then fix ®_ using the first equation. To wit,

2
Y o, &, —-iw0, @, -D,0. (G.23)

T==0=3% o=~

This choice ensures that the first two equations in ((G.22) are satisfied. We are then left
with third equation Ez, which can be viewed as a relation between ®,, and ©. This gives

a constraint on the parameterization, isolating the true dynamical equation.

The designer field for sound: At this point, based on the experience with vector
polarizations and diffusive mode, one would expect that © is the physical variable that
should parameterize the designer field dual to the sound mode in the plasma. While
this is physically correct (as we will justify) there is however a technical obstacle. The
parameterization (G.23) does not immediately give an autonomous equation for © but

rather leads to a coupled system between © and @, from [Ej.
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One can however isolate a new field Z by realizing that ®,, and © are not independent

but related to each other through the relation

1 1, 21
CI)E—T(J'—(D+—2T f)¢w_<D++d—1r>@' (G.24)

The first equality follows from (G.18) and the second from ((G.23). This can be solved by
introducing an auxiliary field Z and solving for @, and © in terms of it.'” This results
in the expression (3.6) quoted above.

This explains the origin of the designer field Z and the momentum dependent factor
Ay, which originates during decoupling the © and @, dynamics. Once we arrive here, it is
straightforward to check that the final constraint equation on the system is the equation
of motion for Z given earlier in (3.9). It is easy to see that the resulting equation is

second order once one appreciates that ©, Z, and @, satisfy a linear relation from (3.6)

O=0, —

e (G.25)

This allows us to write Dy &, — &, =D, ¢, — D,O = - D, Z which then reduces E,

to

ri=3 A2 T T d?
7 & <D+—2> [Td_ngi <1D)+—2>] (rZ)+<w2—k2f+4r2(1—f)2>r2,:0.

(G.26)
A slight simplification of ((.26) using the explicit expression for A, and (G.4) leads to

the equation of motion (3.9) quoted in the main text. We emphasize that the dynamics
is governed by a time-reversal invariant equation, which as explained in [61], allows one
to construct smooth solutions on the grSK geometry.

The parameterization of the metric functions in terms of Z is easily obtained to be

2 r
on (i)

wr r2 f
1 k?
CI)W_E [TD++CH‘| Z,

¢

This suffices to determine the linearized geometry (3.5) once we know the solution for Z.
The change of variables involves Z, D, Z, and ]D)iZ, and appears to be necessary to ensure
that the classical phase space is only two-dimensional, parameterized by an effective

source and a corresponding dual CF'T plasma operator. We will focus on parameterizing

12T6 do so we use the observation that equations of the form (0 + A)X = (9 + B)Y can be solved by
setting X = 15 (0 + B)Z and Y = 15 (9 + A)Z.

145



the phase space for the present by boundary values of Z and subsequently argue that the
physical solution space is best parameterized by the stress tensor component (Tepr)? or

equivalently by ©.

H Variational principle in the scalar sector

We have indicated in (G.1) that L will refer to the Lagrangian including the measure
factor. Unless explicitly indicated, we will write the terms in the action in a series
of steps below, quoting at each stage this Lagrangian in momentum space. Integrations
over momenta and over the bulk radial coordinate can thus be avoided in the expressions,
which themselves tend to be pretty long. We also use { to indicate the frequency and
momentum reversed field, viz., ®(w, k) = ®(—w, —k), and thus use + cc to account for
symmetrization. This analysis is restricted to k # 0 as we seek to establish the variational

principle for Z at the end of the day.

H.1 Action for time-reversal invariant fields

Since the background Schwarzschild-AdS,; solution has a non-vanishing on-shell action,
when we expand the Einstein-Hilbert action with the perturbation ansatz, we will have
terms starting at the zeroth order in the amplitudes of the perturbation. We will separate
out the zeroth and first order contributions out ab-initio — they do not contribute to the
dynamics of the linearized modes. Rather, these terms correspond to the background free
energy and represent the ideal fluid contribution of the boundary action.'” We therefore

will write:
Sgrav - Sgrav,lin + Sgrav,quad . (Hl)

We work with the fields {®,, @, P, } having chosen to eliminate ¥,, using (G.13) (and
use (G.16) to set &, = 0).
To begin, let us look at the contribution from the background and the linear terms in

the fluctuations takes the form

Sgravin = [ d'a {rd (d+@-2)f~2(d-1)/7)

+(d—1) ld(lgf— f>7"2(I>W—7"<I>E (1-%)] }

Up to this order, we can express this result as an ideal fluid action on the induced

13Tn the analysis of the tensor and vector modes in [42, 134] we in fact even extracted a part of the
quadratic terms which assembled nicely to give ideal fluid contribution at the outset. In the present case,
given the relative complexity of the dynamics, we find it useful to keep the quadratic pieces together and
only isolate the part which involves terms at most linear in the fluctuation fields.
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boundary geometry. This is similar to the earlier discussion in the vector and tensor

cases [42]. One can equivalently write

d
2

Sgrav,lin = / ddx VvV = [_’Yuy b* by]i , b# 0u = b(’?v (H3)

Here b* is the (rescaled) thermal vector that picks out the inertial frame. We will later
see that on our solution there are corrections to the thermal vector, which we will need to
account for, to get the correct ideal fluid action at quadratic order as noted in footnote 13.
Turning to the quadratic part, we will proceed in a series of steps, outlining inde-
pendently the contributions of the bulk Einstein-Hilbert and Gibbons-Hawking terms.
This will suffice to demonstrate that the dynamics is governed by the familiar Dirichlet
boundary conditions for the aforementioned fields (and hence for ¥ ,5). Finally, we will
outline the contribution from the counterterms that render the on-shell action finite.
The bulk Einstein-Hilbert term can be shown to decompose into a bulk piece, a

boundary term, and a total temporal derivative term, viz.,

V=g (R+d(d—1)) = L™ — O ppav O pan (H.4)

EOW ar EOW an EOW

We start with the bulk term which can be simplified to the form:

mek [(bEH ®O’ @W]

EOW

- T
— Zf?“‘li {dTD+<I>W D+(I)J\r}v _ ]D+q)w ]D);(I)E + cc + (d — 3) T (CI)L]D_,_CI)W + cc)

+(d=2)r (@ D@, +cc) +r2(d— (d—2) (d+1) f) (8], Dy, +cc)
21w 1

Ta-ns [((d ~2)@f D&, — &, Dl —cc) - 7 (¢! D 2, + @, D B — CC)]
iwr diw (d — f)

+ o7 (A= + (@ =5d+8) 1) (040 — o) + 777557 (2] @ — <o)
2K (gt g ) W R (=2 =3)r"f

(d—1)rf (9690 -9} 2:) - 7 (B Py, + cc)

+r|(d=2)(@* = K f) +r7f (~2d(2d = 5) + (d+2) (d - 2)* f)] @&@W}.
(H.5)

This part of the action is obtained by direct evaluation and integrating by parts to isolate
the boundary terms. It is interesting to observe that only ®,, has a quadratic kinetic
term and @, appears in the kinetic part only coupled to ®,,. Since @ is the only time-
reversal odd field its appearance in the action is highly constrained (and it only shows
up with explicit time-derivatives). Note also that the field ®,, has a wrong sign kinetic

term (from the last line) reflecting the familiar issue with the conformal mode in gravity.
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This already suggests that despite appearances @, is not the physical field.

w

The temporal boundary term L¢* ~does not enter the analysis and can be dropped
ab-initio. The radial boundary term cancels against a similar contribution from the
Gibbons-Hawking term. The precise form of these terms will therefore not be necessary

for us.
2K = ngw — L;‘g’w ) (H.6)

This is a good consistency check for our computation ensuring that the Einstein-Hilbert
action together with the Gibbons-Hawking term has a good variational principle. The

remaining part of the Gibbons-Hawking term turns out to be:"’

Loy |®e, @, @y ] = 27,1(1]0{%0 (d—2)r* (0 @, —cc) —iw ; (o! @, — cc)
—(d—-1)(d—-2)r’f ((PL (I>W+cc) (H.7)
+d;17~4f[d(d—3)—|—(d+1)(d—2)f]q>ivq>w}.

The variation of (H.5) gives us three independent equations. One of these is the
momentum conservation equation E; from (G.22) which comes from varying ®_ . The
other two equations are linear combinations of the ones we have given above. It is
interesting to note that the variation does not directly produce the Ez equation which
was crucial to derive the autonomous second order equation for Z. One aspect that is
clear from the variational analysis is that the fields {®,, @, @, } obey Dirichlet boundary
conditions. This is manifest from the structure of the Gibbons-Hawking term which is a
quadratic form in these three fields.

Finally, the counterterm action is given as

o 1 ) 1 k!
Foou[Be: Por Bl = 4rdfz{ 07 )
+rf [+ (d—1)(d—2)r?] (@ @, + cc) (H.8)

+(d=1)r2f [(w® = Kf) —d(d —2)r*f] %‘DW}-

We will quote results accurate to quartic order in the gradient expansion for which it
suffices to include the boundary counterterm that is quadratic in derivatives (i.e., it
only includes the boundary Einstein-Hilbert term in (G.1)). We have included here the

contribution from the quartic counterterm for completeness.

1410 [42, 134] this contribution was referred to as the ideal piece, since in those cases, it corresponds to
the bare ideal fluid action. We will refrain from employing that notation here; the ideal fluid contribution
to the on-shell action is a bit more involved in the scalar sector, owing to the presence of a propagating
mode.
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H.2 The designer scalar action

We would now like to distill the action in terms of the designer scalar field Z. To do
so we can directly compute the terms the bulk Lagrangian and boundary terms from
the Einstein-Hilbert dynamics defined in (G.1) with the metric ansatz (3.5) and expand
to quadratic order. We could equivalently begin with the action given in terms of the
{®,,D,,P,} fields and use the substitutions given in (G.27). This is a bit more use-
ful, since we have already removed in the process redundant boundary terms. We can
therefore focus on just the three terms computed earlier: L . LS" and L .

Direct substitution of ((:.27) into the bulk term L leads to formidable expression,
denoted as L, [Z]. There is however a nice structure beneath this mess. Lets first see why
L, [Z] reduces into a two-derivative action in the bulk, with the complications relegated
to the boundary terms. Since ®_ appears with a single radial derivative in (IH.5) and

the change of variables to Z involves a double radial derivative (G.27), we end up with

d? o d?2
d7‘3Z dr2 -

naively vary this action with respect to the field Z we expect to get a quintic order

a action with higher derivative terms. The highest derivative term is If we
equation of motion which should be implied by (G.26), i.e., the resulting equation must
be some combination of E; and derivatives thereof. Carrying out the exercise we find

however

2 9 d? 9 d ¢ ) 1d-—2 k4
——— — 7~ o+ | Leal?] = < Ef . H.
( dT3 52,”' + er 52," dr 52’/ + 52,) EH[ ] 4d—1 T’d_l fAi Z ( 9)

The fact that the higher order action leads to a second order equation of motion is a
sign of the hidden simplicity. Once one knows this it is a matter of corralling the higher
derivative terms and showing they are total derivatives. With some effort one can show
that

L (@, @, ] — L, [Z] =L[Z]+ iLa[Z] : (H.10)

EOW d?ﬁ

The bulk action in momentum space is given in (3.10) which we reproduce here

L[Z]:_¢_—Q<d_2> K

4 d—1) r2d-2) A2
(H.11)
% D+ZTD+Z_ LQ_E 1_ (d—Q)TBf/ Z,TZ,
r2f r2f 2 Ay '

The complicated boundary terms can be understood as follows. Firstly, the leading
2

C{%ZT % term being absent in (H.11) suggests that L? [Z] begins with 52T %. The
Gibbons-Hawking term LEY ~does not have a corresponding term with this high derivative
order, but the counterterm does (from @ @2) The cleanest presentation of the boundary

terms turns out to be to combine the contributions from Ly[Z] and LEY and express the
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result as a general quadratic form in the variables D,© ~ D22, & ~ D, Z, and Z itself.
We will refer to this total collection of boundary terms as the variational boundary terms

of Z and write:

Lyar[Z) = LS [@y, @4, @y ] + Lo[Z] . (H.12)
We find
d—1 t t t
Loal2] = =555 D0D, 0" + ¢ (®f, DO + cc) + ¢ (21 D4 O + cc)
47«(1 2f w
(H.13)
+03(I>$V<I>W+c4 (ZT@+CC)+C5ZTZ},
with coefficient functions
k? 1
=tz —4
1 (d—l)r+2r(d+(d )f))
]{32
= o
d(d — 2 d
=MD ey L oAt -k,
2 2(d—1)
) (H.14)
S L
“T T 1) ’
& d=2)r f (1 f) +d27‘4(1—f)2(d+(3d—8)f) K (W k)
= SA? 8(d—1) Ay (d—1)2A,
d(d—2) , d
—mr f(l—f)_m(l—f)/\k-
One can check directly that
L dLGH = L[Z dL Z H.15
Eow+£ EOW []—{_& Var[]' ( : )

Having dealt with the bulk and boundary terms let us turn to the counterterms. These
can be evaluated by direct substitution, though we note that the presence of the ®, @L
does mean that the counterterms are functionals of D3 Z, which is somewhat unusual.

The counterterm action can be corralled into:

d—1

Lal2l = i pm

{bo D 0" DO +b (2 DO +cc) + by @W}, (H.16)
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with coeflicient functions

k4
o= T =
1 f H.17

by=—d(d—2)r* f2+ W=k f) f.

H.3 The variational principle for Z

We have all the pieces at our disposal to deduce the variational principle for the field Z.
Our first task will be to work out the variational principle that leads to the generating
function of boundary correlators, viz., the usual boundary conditions in the AdS/CFT
parlance. We will then work out the appropriate Legendre transform that computes the
WIF of the boundary theory from the grSK contour.

For the variational analysis we will treat the factor /Ii—% as an overall pre-factor that
we will account for at the end of the day. Equivalently, we work with an auxiliary system
for Z where the action has this factor scaled out.

With this understanding let us first record the momentum conjugate the field Z. From

(H.11) we find:

dvs, 1
Further, using the Green’s function (3.19) we can check that the asymptotically the
conjugate momentum is constant and parameterized by the inverse Green’s function K.

With our conventions for GiZ“ we have

I — kKo (w, k)

7 —m bdiQ COGH&O |:GIZH} 4+ e <H19)

We see that the conjugate momentum II, is finite; the ellipses is (H.19) denote the
subleading terms of (’)(f%d).

This behaviour of the field Z and its conjugate II, is indeed what one expects from a
non-Markovian field based on the analysis of [42]. At this point we can even guess that
the boundary conditions for Z are Neumann for the purposes of computing correlation
functions. We will however want to compute the Wilsonian Influence Functional (WIF)
parameterized by the boundary moduli fields for Z, which will turn out to be computed
by quantizing the field with renormalized Dirichlet boundary conditions.

We will now argue for this directly by analyzing the variational principle for the action

S[Z]. Recall that we have organized the classical action for the designer field as

SerasZ] = /k / dr L[Z] + /k (Loa|2Z] + Lt|2]) (H.20)
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Let us begin with the bulk term whose variation is simply:

SL[Z] = /’i IT, 627 . (H.21)
k
The variation of the boundary term L., [Z] produces various terms which can be expressed
as combinations of 67, 0D, Z o 411, and §°D,Z. To deduce this we note that © and
®,, contain D, Z while D, © has a piece that behaves as D2 Z. Putting this together we
expect that the stationarity of the action demands
4

Az [T 62 + A1 02 + A3 0D, 2 + A3 6D 2| =0, (H.22)
k

where A; depends on (Z,D,Z, ]D)iz,) and background metric data through the coefficient
functions defined in (H.14). We factored out the ﬁ—% piece as advertised which will be
helpful when we use our knowledge of the solution in the gradient expansion (at this stage
it was not strictly necessary). This complicated second order boundary condition is what
is necessary for ensuring the stationarity of the action at a generic radial hypersurface.
We are however interested in an asymptotically locally AdS geometry, so we should
understand what the behaviour of the boundary condition is in the r — oo limit (see
similar discussion in [134]). For this we need not only the asymptotics of the coefficient
functions ¢; in (H.14) (which is clear from their definition), but also the large r behaviour
of the functions ©, ®,, D;©. These are of course easy to extract given the solution
(3.19) for Z.

Generally, for the purposes of the variational principle it suffices to focus on the bulk
and the boundary terms as we have done above. One ignores the counterterms — they
are important to ensure that we have a finite norm on the phase space. Crucially, they
should be expressed in terms of the intrinsic data on the boundary that are being held
fixed by the boundary conditions. Since we inherit the counterterm action from those for
the Einstein-Hilbert dynamics (G.1) they are naturally expressed in terms of variables
that are held fixed. This is easy to see from our discussion of the dynamics in terms
of the triple {®,, ®,, P, } in Appendix H.I. We have a complicated boundary action
as evidenced above, and if we wish to discern the asymptotic behaviour of (H.22) it
will be helpful to work with a regularized phase space. Consequently, we will include
the counterterms in our variation and discern what they tell us about the variational
principle asymptotically.

Before we evaluate the variation of the boundary terms and counterterms it will helpful
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to corral them into a nicer form. Using (H.13) and (H.16) we find:

Lvar+ct [Z] = Lvar[z’] + Lct[z’]

d— b b
_ _4rd—21f[<1_\/07> D,6'D,O + (cl—\/lf> (@1, D6 + cc]

b
+ (Cg-ﬁ) q):r)v(pw+ [ZT(C2D+@+C4@)+CC} +C5ZTZ] .

(H.23)

We now simplify this in the following steps:

o The coefficient functions are explicitly known, so we can use the background data
to estimate the leading large r behaviour. To do so we must carefully extract the

2(

pieces that scale as r—2(4=1) since the functions are highly divergent. Carrying out this

exercise we notice that some terms drop out (eg., the (IDTN O, term).

» Next using the asymptotics of the solution given in (J.10), (J.12), and (H.19) we learn
that at large r

¢, _ 1 DO PONC

rd—2 d—2 rd-1 ’ prd—1

= —4(d -1, +--- . (H.24)

This implies that we can for purposes of the large r behaviour carry out the replace-
ments above. We will not directly eliminate all occurrences of D, © since the relation

to II, involves a factor of k2.

Q

Implementing this we find the boundary action (H.23) reduces to

Lvar+ct [Z’] =

d—1)(d—- D,0f D
( e )_(2) bd6> ( TZIL? r;?) — (HTZ Z + cc) + subleading counterterms.

(H.25)

The two terms that are indicated above are the leading contribution near the boundary
while the terms we have dropped have subleading pieces that serve as counterterms. For
the purposes of ascertaining the variation principle the terms we have retained suffice.
With this simplified boundary term in hand, we can now understand the full varia-
tional principle. Taking a variation of (H.25) and including the bulk contribution (H.21)

we find:

kY [(d—1)(d—6) DO
V )(d=6) D. 70D, O — 2ol | . (H.26)

o5z = [
2] k A2 8(d—2) r2d-1
Finally, using (H.24) we conclude that the first term is subdominant and the total varia-

tion of the action is proportional to Z 51_[];.”’ Thus, the conventional boundary conditions

15Strictly speaking this is not necessary; from (H.24) we note that §D,© ~ 611, so the total variation
is indeed proportional to AHL implying the Neumann boundary condition deduced above.
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used to compute the generating function of stress tensor correlators is a Neumann bound-
ary condition for Z.

We emphasize that this is a highly non-trivial statement relying on the nature of
the asymptotic fall-offs for the fields involved. At finite radial position we would have a
complicated mixed boundary condition fixing some relation of the schematic form given
in (H.22). In fact, this is what would have been suggested if we examined the field redef-
initions ((.27) and used the fact that {®,, @, @, } have Dirichlet boundary conditions
imposed on them. It is also not something we have imposed by hand, but rather it is

completely inherited from the original gravitational dynamics (G.1).'°

I Boundary observables in the scalar sector

We now have understood the dynamics of the gravitational system encoded in Z. This
information can be used to decipher the boundary observables directly. We describe the
computation of the on-shell action, the boundary stress tensor, and then turn to a brief
discussion of the relative merits of the field Z versus ©. We will continue to drop an

overall factor of c.g which we have restored in the main text.

I.1 The boundary sources and operators

We have determined that the Z should be quantized with Neumann boundary conditions
for purposes of computing correlation functions. This suffices for us to see that Z does
behave like a regular non-Markovian field introduced in [12]. The field Z should, by virtue
of this boundary condition, limit to the dual boundary operator @Z Taking the limit on
the grsK geometry leads to the statements asserted in §3.3.3, in particular, (3.25) and
(3.26).

The field Z is only divergent starting at O(rd_4), which is lower than what one would
expect for a field that is supposed to encode the physics of the boundary stress tensor.
A consequence of this is that the renormalized field Z is not modified by the boundary
counterterms up to the quartic order (i.e., it is uncorrected by the boundary cosmological
constant and Einstein-Hilbert counterterm). It only gets renormalized by the quartic R?
counterterm in (G.1) which is contained in the coefficient by at O(k?*) in (H.17). Taking

this into account we learn that the correction comes from the k* contribution to by in

16This is analogous to what was seen earlier in the analysis of vector modes in Reissner-Nordstrém-
AdS441 background, see [134] for details.
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(H.17). The renormalized field Z,, can be determined to be

n

P GV = 1)
P (C 5 I PO |
(d—2)(d—4) = '

Having identified the boundary conditions for Z and its renormalized counterpart Z__,
let us turn to identifying the source. Since Z is quantized with Neumann boundary con-
dition, the source should be defined in terms of the conjugate momentum II,. However,
the relations in (H.24) suggests that the conjugate momentum can be traded for the fields
Pj,? and f;V,VQ. This is consistent with the fact that these fields determined the induced

boundary geometry. Indeed, including the background piece the induced metric on the

boundary evaluates (on either boundary) to

D, O
— dv®. (1.2)

v @ v
Y dxt dz¥ = <1+ sz\;) N dat dx” + a

It therefore makes sense to identify the temporal and spatial components of the boundary
metric as the sources. These are however not independent from each other or from that
conjugate momentum II, owing to (H.24). We define therefore the boundary source as
in (3.32) and note that

1 DO d—2 @,

Sn = Mo T —1) 71 ko T(d—1) p2

(1.3)

This definition of the boundary source for Z in terms of D,© has a proper gradient
expansion, unlike IT, which has an additional k?. As noted above, it is also the physically
correct variable; the temporal component of the boundary metric ¥, that couples to the
energy density is indeed ®, = D, © up to a factor of r?~!. Fixing all the normalization

factors we find that the induced boundary metric can be expressed as in (3.34).

1.2 The boundary stress tensor

The boundary stress tensor density is given by varying the boundary Gibbons-Hawking

term and the counterterms given in (G.1). This leads to the following expression accurate
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to quartic order in gradients

L2/ 1
T, = lim Vit [K%V —Ky—d-1)y,+-—>="G

roo 2 d_9 "
1
d—2)%(d—4)
1
2(d—1)

ppvo

+( <7v27Ruy+27R TRPO

+ [~(d-2)"V,"V,"R—d"RR,,]

1 d 1
__ b YRPO " YR2 T N\g2Y
2m<RWR 4<d_1)R+d_1V R)) .

We will now present the result for (T°°") ” which makes it easier to see the traceless
condition by inspection. At the first order in amplitudes one evaluates the components
of the stress tensor from the Brown-York analysis supplemented with counterterms (I.4).
We quote the results for the individual components in turn.

First up, the spatio-temporal pieces are

(TCFT>vi - (TCFT);’ = — r_ggrjl:io 1k S; Ty,
w k2 1

VAo (d )BT

w
:—ﬁzren‘i‘w (1_\/}>(I)W7

where Z, was defined in (I.1). Notice that the ®,, term limits to zero as we approach

n

Ty =i®, —w\/f® (.5)

the asymptopia. As such, from the original expression it appears that we should regard ©
as the field dual to the energy flux operator, since v/f @, is a counterterm contribution.
However, as assembled in the last line, it is somewhat transparent that the boundary
operator is Z which is cleanly renormalized by the quartic counterterm. We will return
to this in Appendix [.4.

The temporal component is a bit more complicated but can be evaluated straightfor-
wardly. We find:

(T°7)," = lim STs,

r—o0011i0

ng(d—l)rlﬂh@w— (2—\/17> @E—d(1—\/})rﬁ¢w+q>31
, 2 1
-k \/}(I)W_(d—l)(d—2)(d—4)r3\/f®E’ (L6)

—d-n|[1i- L) re, 1 T—re, + o] - E o
- \/TTE TB d—l d_lren

+(1_\/?) [d<d2_1>r2(1—\/})+/€2] CDW'
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Once again we have combined terms so that the last line with the ®,, terms is vanishing
in the limit » — oo £ ¢0. If we also use ((.23) and set &, = 0 as we are allowed by the
E, equation, the first parenthesis also simplifies to ﬁ—?l which we recognize as a source
contribution.

Finally, the spatial stress tensor has contributions from two tensor structures, J;; and

S;;. We will write these as the pressure and shear-stress contribution as follows:

r—o0011i0 f
Tp = (d—1)r\/f(1 = \/f) D, —iwdy +w?/f o, +

_ 2 -
+d@gjw(1—v?)r%¢w—E5
2

KT
1 r

Y@, — (-2,

E

(L.7)

We refrained from writing the quartic order in gradient term which renormalizes Z and
also have exploited the fact that there is an explicit contribution proportional to the Es
equation to simplify the answer. The first summand in 7p simplifies to 2?%, which is a
source term, while the designer field Z assembles from the subsequent pieces involving @,
and @, which constitute part of the operator contribution. One gets a term proportional
to w?Z from them. The contribution from @, — (d — 2) r @, is however also an operator
contribution, the leading order terms in this difference cancels, as the reader can verify
from (J.10) and (J.12).

With this information we can evaluate the stress tensor on our solution parameterized
by the designer field. The result of this exercise is what is reported in (3.37) where we
have adhered to the identification of source and vev terms. Specifically, contributions of
@
a

—% are written in terms of ¢ using (1.3).

the form 75)51 and

1.3 The on-shell action

Once we have identified the boundary conditions for Z, we can evaluate the on-shell action
on the grSK solution. At quadratic order this is just a boundary term and can be easily
evaluated on the grSK geometry. One will obtain from this the generating function of
boundary correlation functions with sources on the two boundaries of the grSK geometry,
viz.,

Syrav|Z] = S5 — S5 . (L8)

We would however like to evaluate the Wilsonian influence function, for which we need

to perform a Legendre transformation of the generating functional. This requires one to
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evaluate the on-shell action after including a suitable boundary term to carry out the

Legendre transform:

S[2] = [sgrav[z,] + [ (i + cc)} . (1.9)
k on-shell
As noted in [42] this amounts to quantizing Z without the additional variational boundary
term, i.e., we quantize Z with (renormalized) Dirichlet boundary conditions as have noted
in (I.1).

We will find two distinct contributions to the on-shell action: one arises from terms
of the form II, ZT and originates from a combination of bulk action, various boundary
terms, and the Legendre transform. The other contribution will turn out to be purely
a functional of the source originating from the D, ©TD, O in (H.25). Using (3.32) this
piece can be written as a factorized source contribution on the two boundaries of the
grSK geometry. We end up with the result quoted in (3.28) in the form of a contact term
(the source contribution) and the genuine influence functional.

The explicit evaluation of the on-shell action is straightforward since we have already
deduced the asymptotic behaviour of the field and the conjugate momentum. Let us start
with the non-contact term and record the influence functional. The grsK solution for Z
is given in (3.27). Accounting for the contribution from the Legendre transform we find
this evaluates to

r=r.—10

; (2l 1, + T 2 )

Swirl2] = |

k

reretio (1.10)
T . 1\ »
:—A k deKs(w,k> |:Za+ <n3+2> Zd:| 4+ cc s

where we introduced a large radius regulator at r = r.. This is the result quoted in (3.29).

The contact term may likewise be evaluated directly. From the definition of the
sources (3.32) and the form of the boundary terms in (H.25) we see that this is simply
given in terms of the boundary source. The contributions furthermore factorize leading

us to the following expression at quadratic order:

2(d—1)3(d - 6) vt % v x
Semel2] = || =S (GG - ¢ld). (111)
This contact term contribution is quite peculiar. However, as we describe in §3.4.4, it
is nothing but the contact term part of an ideal fluid on the boundary geometry (I.2).
We also explain there how one can isolate various hydrodynamic transport data from our

answer and connect to the discussion of Class L adiabatic fluid lagrangians of [62].
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I.4 On field redefinitions and boundary operators

The solution for the designer sound field Z on the grSK contour can be repackaged directly
in terms of field theory data. Recall that we expect a single mode of the boundary stress
tensor that captures the effective dynamics in the low energy limit. The conservation
equation of the stress tensor turns out to be a constraint on the field ©, cf., the discussion
around (G.22) and (G.23). Equivalently, examination of the induced boundary stress

reveals that the leading contribution comes directly from ©,
(Tepr),' = /Sw k; (© + counterterms) . (1.12)
k

The full expression for the stress tensor including the counterterms can be found in (I.5),
where the /f®,, term can be seen to arise from counterterm contributions.

These arguments suggest to us that the holographic dual of the sound mode in the
plasma should be identified with ©. However, © does not by itself have simple dynamics.'"
Consequently, we rely on Z as an intermediate auxiliary field to analyze the problem and
translate the physical data back onto © therefrom.

The relative choice between Z and O is effectively a field redefinition in the boundary.
To appreciate this, let us obtain the grSK solution for © by first constructing the inverse
Green’s function G for © which is reported in (J.11). We find

o 1 . o
O%K(C,w,k) = G" Z, + [(nB + 2) G — n,, P00 Gg“} 2. (L13)

The key point to note is that the coefficient of radially homogeneous mode G** from (J.11)

is

. 1 2
COGH£O [G®:| = —ﬁ (1 + dFS> s (114)
which suggests that
Er = thlE o [© + counterterms]
r—00I1?
1 X 9 o s (I.15)
——— (1+30) Zin.

One could, if one wished to do so, convert the expressions in the main text directly to
expressions involving £ , but we have refrained from doing so to avoid complicating the

already involved discussion.

1"We were able to derive a third order radial differential equation for © directly. At each order in
the gradient expansion this equation turned out to be a second order inhomogeneous equation for %@
which suggests again that there is further simplification possible by passing onto Z.

159



J Further details of the gradient expansion solutions

The solution for the designer field Z which satisfies (3.9) with ingoing boundary conditions
was given in §3.3.2. This form was chosen to make direct contact with the functions
appearing in the fluid/gravity literature [132] and the earlier analysis in [12]. We compile
some useful results about the functions appearing in the expansion in this appendix.
The functions {F, H,,, Hy, 1, Ix, Jo, Juk, Jx} that parameterize the solution for Z in
(3.19) have compact integral expressions tabulated in Table 3.1. In Appendix J.1 we
collect several useful facts about them and determine their asymptotic behaviour. Using
this data we record in Appendix J.2 the asymptotic expansions for the fields Z, ©, and
the metric functions @, ®, which will prove useful for the phase space and boundary
condition analysis. Subsequently, in Appendix .J.3 we present the solution in the alternate

form parameterized in [134] for ease of comparison.

J.1 Asymptotics of the solution

As noted in §3.3.2 the functions parameterizing the solution for Z in gradient expansion
are cleanly written in terms of a double-integral transform of a source function J, cf.,
(3.24). The sources for the various functions are collated in Table 3. Examining this data

we immediately see that there are some useful relations:

o First, the sources for the functions H,, and Hj determine a useful identity for I:

Ho(€) + Hy(e) = =2

I(€) - (J.1)

o In some cases, the inner integral in (3.24) can be performed, resulting in a represen-

tation involving only one integral, e.g.,

_ eyl
F(ﬁ)Z/{ md%
1 -1

_ oo d=2
H(&) = 7= [
Ho(€) = —Hy(€) + (d— 2) /5 h

L@ =2 " HW;?;d__]i‘;(l)dy = L©+ -2 [ Wdy

(J.2)

These integral expressions allow us to write down the asymptotic solution for the
functions quite efficiently at low orders in gradient expansion. As we proceed to higher
orders this structure is lost, and we have to use the nested integral representation (3.24)

to deduce the asymptotics. We now record the behaviour of the functions to a sufficiently
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large order to ensure that we can recover the part of the metric functions which contribute
to finite boundary data.

Up to the third order in the gradient expansion, we have the functions { F, Hy, H,,, It, I, },
whose asymptotics can be determined from (J.2) to be

e g £d 1 £—2d £—2d—1
PO = ==+ 07 %7 Toar1 T

5'72 g d €7d72 572(1 572(172
O =ou=y " au-n t =1 2a-2 Te@r -2
e d=2PH() =1, d—4
Hw(f)——2(d_2)— id—2) £d+2( )fd
d(d —2)°Hy(1) =2, d? — 12 Cois
- 2d2(d k2> ¢ Mt @—a° T
C2Hi(1) oy P dd=2H (1) 41, 5, (d+4) 7
L.(€) = —ZHZ(l)é‘d— 52_4
d(d — 2)Hy(1) + (d — 2)2Hy(1) = 1_,, 3 ¢-20-2
N 2(d—2) § Heee

C(d+1)(d?—4)
(J.3)

In addition at the quartic order we have four functions. Three of them {.J,, Ji, Jui} are
finite and have the following asymptotic behaviour:

¢ AH,(1) 4 hd ;1= (d—22He(1) .,
LO=saou—n*— & ¢ " a@—q )k ¢
d—16 A

d—4 | aa  2(d° —2d —1)+d(d+5)(d - 2)*H(1)
E-ne-° Tt TR — D)+ 1)
5(d? — 20d — 32) is
Y@ D@ -16)d+ LS T

B & AHL(D) + derd .y 2—(d—2)2H,(1) _4
o) = gD —9 &2 - 2d(E—4) '

- 6 e | Aok goa d? —7d — 2+ d(d + 3)(d — 2)2H,(1)
(d2 — 4)(d2 — 16) 2 Ad?(d2 — 4)(d + 1)
d® — 1642 — 144d — 192

SE D@ @i nara T

5—2d—2

572(172

B ¢4 ey 1 s A + 6d — 16 e
O =sa=pa—n 7t Tra@—nt 1A= 2 — (= 16)°
Mo oy d+3 Cog d® + 11d? + 48d + 48 Cod
Todt 4d(d+1)(d2—4)€ 2 2+8(d2—4)(d2—16)(d+1)(d+2)€ B

(J.4)

while the fourth function is the one that captures all the divergences in Z and asymptotes
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to

6(1—4 5—4 S_d 6—d—4 5—2d 6_2d_4
d—4 4 " d Tdya 2 Toaasa T (J5)

In writing these expressions we have introduced three numerical constants {\,, Aok, A},

Vi(§) =

which are defined via the large r limits:

d—4 ~
)\w+4Hw(1)Elim{—2( Y +/y"“<z)dz},
1

d y—00 d—2)(d—4) z(z4—1)
4 L ydt v Jok(2) dz
Ao+ 5 He(L) :ylggo{u—z)(d—zl) +/1 (21— 1)}’ (3.6)

yd v Ju(2) dz

Ar = yh—>nol<>{_2(d ~ ) (d—4) +/1 z(zd—l)}

where {J., Jur, I} are the source functions for {J,,, Jx, Ji} given in Table 3.

J.2 The metric functions in gradient expansion

Armed with the expressions for the asymptotics of the functions appearing in the gradient
expansion, we can estimate the near-boundary behaviour of Z. Firstly, for Z we find the

asymptotic expansion:

in 2¢° Ky(w, k) £ i G 1 Dywk u
Gz(g,w,k):d(dil)(;_;w_@+1—§+i§gi+2d (gd G
(J.7)
where
2@ T(wk)  d-3 (@
T T d - 1) 2(d—2)<d—1_m>
o[ L) (DD )
d—3 (@ d—5 ,\ iw[(d-5 , 0’
T2(d-2) (d—l_d—3m>+d2<d2—1q +(d+3)3>]
- | (d = 5)(d—T) ot 16 e )
a4_8(d—2)(d—4)[ 3 +<d(d—1)+d_5>q <d—1_2m>]'
(J.8)
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Furthermore, we have introduced a new function fs(w, k), which is determined up to the

quartic order in gradients to be

Iy (w, k) =it + L (pe — w7 + (d — 2)? Hy(1) w?) — 2itv (Hy(1) p2 + Ho(1) w?)

d—?2
2¢° K, 4 .
Tld-nd-2 " (A“ * dH“(l)) 0
4 2.2 ) Md—2) ,
+<>\wk+de(1))m ps+>\k<ps+d(d_3)m +ee

(J.9)

We will have more to say about this function below, but note that it agrees with —I's up
to quadratic order in gradients upon using the definition of p, in (3.21).

The rescaled metric functions {®,,®,, @, } and the field © can be recovered from
the above solution for Z using (G.27). We can express these functions in terms of the
ingoing boundary to bulk Green’s function. We normalize this inverse propagator using
the solution for Z so the asymptotic values are obtained in terms of the modulus field
ZVLVR on the grSK geometry.

Denoting the ingoing Green’s function of the Weyl factor @ as G\, we can evalu-
ate directly (we report all the divergent non-normalizable terms, but only the leading

normalizable ones)

G (& w, k) :Alk [rD++d_21] G (¢, w, k)
_ 2 K, a2 | W (d=5)(d—1)rw*+(d—3)g* 1
Sdd-n@-2° [_5_ 2d-Dd-1) €
2T (w, k) ito 5
T [ o)
(1.10)

The data above is sufficient to obtain O, which after all is just a linear combination of
Z and @, from (G.25). Scaling © with a factor of ito gives us the function ®,. For

completeness let us record the leading terms in ©:

G (€, w, k) = Xk (m - ;TQ f’> G (€,w,K)
B 2K, _ o (d—5)w>+q* 1
_d(d—l)(d—2)§d2[1_€_ 2(d—4) 521 (J.11)

1 2 - it »
- <1+d1“s(w,k)) [1—51 +0(¢7?).

The final piece of data is the metric function ®, (we don’t need to evaluate @ since

it is just © up to a factor of iw). The easiest way to obtain its inverse Green’s function,
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denoted G, is by using ®, = D,;0. We find that it has the following asymptotic

expansion:
4 r r? f! : :
Gr(&w k) =D, (Ak [D+ - 2]) GY(§ w, k) =D Gl(E w k)
2K, g, v (d—3)wi+q¢> . (d—5)w*+4q° 0
ICEDI [1_5_ 262 TR = ]“9(5)'

(J.12)

As noted in the main text below (3.21), by examining the leading non-normalizable
mode of ¢

in gradients, enabling us to get the sound attenuation function I's(w,k) to quadratic

ws Oor equivalently ©, we deduce the coefficient K accurate to quartic order
order. However, if one parameterizes the solution by a function I';(w,k), which is at
least first order in derivatives, then we find that the constant mode in @, and O, given
in terms of fs(w, k) above, can equivalently be expressed in terms of this attenuation
function (see also footnote 18). Our explicit expression determines this coefficient to
be fs(w,k), suggesting that I'y and f‘s(w,k) agree not just up to quadratic order, but
rather that fs(w, k) determines I's(w, k) all the way to quartic order, with the specific
relation I'y(w, k) = —I's(w, k). While we have not checked this statement explicitly, we
conjecture this to be true to all orders in the gradient expansion. As evidence we offer the
observation that expressions for the on-shell action and the stress tensor can be entirely
parameterized in terms of ', suggesting that the solution must likewise be given in terms
of it.

Sound dispersion to quintic order: If, as conjectured above, the function fs(w, k)
is indeed the negative of the attenuation function I'y, one can deduce the dispersion locus
w(k) to quintic order in momenta. This is because with the knowledge of T's(w, k) to
quartic order, we actually have K accurate to sextic order in gradients. Assuming our
conjecture I'y(w, k) = —T'y(w, k), we find

q ~V52 Vs d_]_ 3
w(q) = —i gt ——— (1 -, — (d—2) H:(1
() = === —i59 +3 T—1< 1 Ve~ (d=2) Hy ))q 3

. Vg
+Zysh4q4+\/mr)5q5a
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with

Vg 1 d—4

"=aa—y tam W T gy M
O d+2) (d—1)(4d(d+4)—4) , 3d®—38d>+60d+ 24
h5= "S- " 64d(d—2) s T A2 (d—1) Hi(1)
3 , , 3d—8 1 d—2
d'—9d +31d* —43d+16 |
- 2d(d— 1) (d—3) b
(J.14)

The constant Hy(1) is known in terms of the Harmonic number function as noted in
footnote 22, while H, (1) has an expression in terms of an infinite sum (cf., Eq. (A.28) of

[42]). We have not attempted to derive similar expressions for the constants A,. \g, and
Awi defined in (J.6).

J.3 The designer field solution repackaged

To facilitate comparisons with the analysis of [134] we present first the solution of Z in
a slightly different form, using the exponentiated form of the gradient expansion ansatz.
We introduce
1 . =\m m . n m,n
2r) = sy P ( > (i)l <£)> . (3.15)
The functions ¢ (&) can be determined almost entirely in terms of the solution for the
M = d — 1 Markovian scalar, ¢""(§). The deviations from Markovian behaviour only

occurs for the momentum dependent pieces, as explained in §3.3.2. Therefore,

P0(8) = o(6) - (J.16)

These functions ¢™"(£) are compiled in Table 1 of [134] for general Markovianity index
M and can be specialized to M = d — 1. To write compact expressions we introduce an

integral transform:'®

spl©= [ Lo, Fel©=[ L. (3.17)

In terms of these, the auxiliary functions A" (&) are defined at low orders in the gradient

'®The data given in [134] is written in terms of the inverse radial variable ¢ = ¢ which we have
translated here to the dimensionless radial variable &.
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expansion as

A2 = - [¢T A2 (J.18)

The data entering the solution can then be presented compactly in Table 3.

< [g} g Asymptotics
0 1— ¢ 1_gd
Yol ¢ 4
0,2 1 1 (1 _ ¢2-d (e
Y d—2¢ (1 § ) d—2 (252 d )
~ A0 (1)
2,0 _(1-dA2,0 11 AT (Mg
Yali SEAWA(S) 2(d—2) &2 RS
2,0
3,0 1-d 42,0 _2a Mg g2
2 28 %,1(5) d (d—2)(d+2)
0,2
1,2 1-d 40,2 20,1 (1) o g g-2-d
Yol 287997 (§) T d-2)(d+2)
40 9gl—d (530 LA30 L ARt ) AW,y
P § (%71(5) +3 ‘H(g)) “ma @yt a7 ¢ taaamt
2.9 o N . 14+(d-2)a%2% 1)
(pdll 2{1 d (‘P}ifl 6 - ﬁ (A}ifl € — Wifl (5))) _2(d74)1(d—2)2 @ (d+2)(dj2)12 13 2-d
,2(993?1(1)7Ac1ifl(1)+(d72>tpclifl(1)) ¢
a(d—2)
0,4 1 (40,2 £0,2 o2 W=ed? (1) g—2—d
Pali ) (wdfl(f) - 9037(1(5)) “Emaar e T a8 @waae

Table 3: The functions appearing in the gradient expansion of the Markovian ¢, , up to the fourth order
in gradients, given in the form of an integral transform defined in Eq. (J.17). We also present the leading
asymptotic behaviour of the functions which is used for computing boundary observables.

The solutions for the remaining functions with n # 0 up to quartic order can be

determined to be

A2 = 02 (6) - 2D e
A = ot 0 - =D et 0 - 30 A,
) = P20 = D 0 — s O + g WO
3 (d2— A+ d(d4—1) ALO - GaTT (dQ— -t
PHE = 4 (6) ~ [T O+ T A + =g AN
(1.19)

As indicated we could express the solution almost completely in terms of the Markovian
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data computed earlier, but had to introduce two additional functions:

£ d 1 .
274(£) = /oo ygi.yf <yd1 - yd_5> )
Sdy [ 1 /.4 1 1
A?2(g) = /OO yff [yd_l <2A2’4(y)— — 2) + deﬂ.

Of these, only A%*(¢) has a divergent behaviour at large £. It is defined using the

(J.20)

earlier functions in (3.16) by analytic continuation. In this parameterization, both ¢?(¢)
and ¢2’4(§ ) have divergent corrections (to quartic order), while that used in §3.3.2 the

divergence was isolated into Vj(&).

K Spatially homogeneous scalar perturbations

This appendix is somewhat outside the main line of development of the chapter 3 and is
included for completeness. As we saw above in Appendix (5.3 the dynamics of spatially
inhomogeneous modes can be distilled into that of a single non-Markovian scalar Z satis-
fying a second order non-Markovian differential equation. We wish now to analyze what
the equations of motion imply for spatially homogeneous modes.

We will carry out the analysis in two steps. First we examine the large diffeomorphisms
of the Schwarzschild-AdS,,; solution that respect the Debye gauge choice. Subsequently,
we look at the solution space for spatially homogeneous modes looks like and parameterize
it in terms of the most general allowed data compatible with asymptotically locally AdS
asymptotics.

We will find that the two sets of analyses lead to the same set of zero modes. The
surprise will be that there are more zero modes than those that can be lifted to physical

moduli captured by Z.

K.1 Large diffeomorphisms of the background

The background Schwarzschild-AdS,,; geometry is parameterized by b which is a mea-
sure of the black hole temperature or mass. One has additionally chosen a particular
Weyl frame, by making a suitable choice of the radial coordinate r. Consider the now
the following diffeomorphism and parameter shift on the orbit space, leaving spatial ho-
mogeneity intact:

=1+ x(v,7), x— (1+Cy)x, K1)
v v+ X(v, 7)), b— (14+Cp)b. '

We have two functions on the orbit space and two constants C, and (', which the reader
will recognize is precisely the freedom to rescale spatial length scales and the boundary

temperature homogeneously.
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To check this explicitly, we simply implement this change on the background solution,
dstyy = —r*f dv® + 2dv dr +1° dx*. (K.2)

Retaining terms to linear order in the x’s and C's to be consistent with our linearized
analysis, we find that the metric remains in the Debye gauge and can be cast in the form
of our linearized ansatz. To wit,

o, —rfd o
Pe =1 Oy g2y (B, — B, +rf D) dvdr + 12— dx?

Td—3 T’d_lf Td_2 (K 3)
' .

[2((1)0 - (I)E) + Tf (d - 1) (Dw + (I)B] dr2

ds%o) — ds%o) +

Cpdtl 12
with the metric functions taking the form:

b, =2C, 2213y,

r2

, 0
@, =~/ D, (xv -3 ) FrT e =11 Gy,

d = —QTd_l g . Xr . T‘d_lf/ +2rd_1fC' . T,dflcv (K4)
E v Xv ’T’Qf Xr T b

a, = —2r 1y (- X ) op (F ) —2(d=3)r" ' f C
B v v 7"2f + T T

To summarize, we have two functions on the orbit space, which along with two con-
stant parameters characterize the space of large diffeomorphisms. As such, demanding
that the spacetime be asymptotically locally AdS;,; constrains the two functions. It is
not hard to see that x,(v,r) — rx°(v), while x,(v,r) = x5°(v). The former corre-
sponds to a choice of (time-dependent) Weyl frame, while the latter is the boundary time
reparameterization mode.

Before we turn to the dynamical equations it is useful to examine the quantity 7. We

find
d(Cy — Cy)

b '

We recall that in our solutions this parameter is vanishing which suggests that in our

T—rd, = (K.5)

solution space for k£ # 0 we only have access to the locus C, = C,. This says that we are
only allowed to change the background temperature (which is rescaled by Cj) provided
that we concertedly change the spatial length scales/volume (set by C,). As presaged
early on in our discussion, the overall rescaling of temperature in non-compact space
requires injecting an infinite amount of energy, which is unphysical.

It is interesting to evaluate the boundary stress tensor for this family of large diffeo-
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morphisms. One finds using the results of Appendix [.2

d—1 & d(d—1
T~ lim e - 0 gy,
r—oo 92 rd—1 b (K 6)
, -1 & '
77 = lim 91 Pe 5

Notice that the contribution from the asymptotic value of the source @, is exactly what
the spatially inhomogeneous modes pick up. Our large diffeomorphisms however have an
additional contribution in the energy density which comes from T — r &, using (1.0); it

is this contribution that is vanishing in our designer solution.

K.2 Parameterizing the solution space: k£ =0

We give now a short complementary perspective on the spatially homogeneous modes
from the dynamical equations of motion. As one might anticipate the physical solution
space is already fully characterized by the large diffeomorphism modes, so we expect
to see the same degree of freedom in the solution space, as we shall verify below. The
manner in which this happens is that the dynamics of the system is modified at k = 0
resulting in additional moduli in the problem. Technically, at k& = 0 some of the equations
degenerate. For one, the scalar equation Er, the spatial vector equations E, and Ej, and
the spatial tensor equation E; are trivially satisfied, each being explicitly proportional k;.

We are then left with a simpler set of equations, which we write as'’
E, =D, (‘Jﬂk - r@gk) ,
9 0
E, = %(zﬂk —rd),
r 0 r
B, = Dy (7% = 20%) 470l — Dy =Y 4 f) [D, 0% — (4 2)rf 8]

ov 2
r o 0
+2 <_8U2q)v\f+drq)3k> s
E E
E6:D+<f5>+iw;,

(K.7)

where we have written the last equation succinctly using the parameterization defined in
(G.19) for convenience.

The first two equations in (K.7) imply that the combination T% — 7 ®% must be a

19We use the superscript 0y to remind us that we are looking at spatially homogeneous modes of our
fields.
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constant,

2](‘ @0}6_&

5 - (K.8)

Th —r@% =Cp = DO% =% — 0 4 =

We are then left with two equations for effectively three variables. However, the remaining

two equations are not independent, for

2FE rf
Es+D £ —E,=0. K.9
6 T + ( Tf ) + f B ( )
The one remaining equation can be written as
1 02 0
d—1 0 0 0 0 |
r D, (rd—lf (D, @0 + @;)) - (a S D% — 2avc1>0k> =0. (K.10)

The solution space is parameterized by two functions (138\’; and (Ing. The other two
functions {®%, ®%} can be solved in terms of them using (I{.8) and (I{.10). Inspired by

(K.4), we can w.l.o.g parameterize the functions ®% and @2

@35 =2%1(v,r) +2C, 1?72,
dc, (K.ll)

0
<I>gk — %31 + 7 D Fo (v, 1) — R

where we demanded that the solution be asymptotically AdS. Here C, is a coefficient
that will shortly get related to integration constants. We recover the other two functions

as given in (I{.4) as”

O = —2D, (F1+ Cor®?) + 2777 f ;32 +rilfeg,
5 \ e (K.12)
Byt =20 f —-Fp —rf! (@1 +Cy rH) + =+t f ey

One can readily see that we may identify § = r?73 x, and Fo = —xu

the background diffeomorphisms. This implies that the tlme—mdependent pleces in @gk

and @gk are

Er — b de

() ~ (€5 —2(d = 2) Co) N B (r) ~ T

+rlfes. (K13)

Comparing with (I<.4) we conclude that we can parameterize the integration constants

20The operator D, annihilates e~2 "¢ but this solution does not satisfy ingoing boundary conditions
and hence we restrict to allowing an integration constant €p.
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by defining them in terms of C, and Cj:

d(C, — Cy)
We thus recover the full set of large diffeomorphisms from the analysis of the equations

of motion.

Zero modes and designer field: One can ask if this solution is related to the zero
momentum solution of the designer field Z. The ingoing Green’s function given in (3.19)
requires € = €5 = 0, which can be inferred by noting that the source terms vanish at
w = 0. In addition, we also note that ®_ vanishes identically in our parameterization by

Z, which demands a relation between §; and §», viz.,

0
D, g =r""f %32 : (K.15)

This is consistent with the relations (G.27) between @, ®_, ®,, and Z at k = 0, which

in turn require that Z is given in terms of the diffeomorphism functions §; and §, as

1
d — 1D+Z’Ok :r2f/317

1 0

0
e 2% = —F T DL . K.1
d—1 (%Z 8@31 T D (K.16)

Solving for §; and § using (K.15) and the first equation of (K.16), we can then write
an autonomous equation for Z%. The resulting equations turns out to be implied by the
Markovian wave equation (with k& = 0)

92

1 _
WD—F (Td 1D+Z)Ok> — wzok = 0, (K]_?)

which is of course the zero momentum limit of our designer field equation (3.9). This is

also the zero momentum limit of a minimally coupled massless scalar field in Schwarzschild
AdSgq.

We thus see that a part of the large diffeomorphisms is indeed the homogeneous
solution for the designer field. In particular, given a solution for Z(r,w,k) satisfying
(K.17), we can determine large diffecomorphism functions §; and §.. However, one does
not recover the full set of large diffeomorphisms. Specifically, the part parameterized by
the constants {€r, €g} (or equivalently {C,, Cy}) is not recovered from the designer field

dynamics.
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