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Overview

Hamiltonian systems can be broadly classified as integrable and non-integrable. An

integrable Hamiltonian system is characterized by having su�ciently large number of

independent constants of motion, whereas a non-integrable or chaotic system possesses

only a handful number of, in most cases just one or two, conserved quantities. A classical

Hamiltonian system with n degrees of freedom is said to be integrable if there exists n

independent constants of motion f1, f2, · · · , fn which Poisson commute: {fi, fj} = 0 for

all i, j = 1, 2, · · · , n. It is known that the transport properties of integrable and non-

integrable systems are usually very di↵erent. One probe of transport properties is through

equilibrium correlation functions of conserved quantities — the di↵erence observed here

typically is ballistic scaling for integrable systems and di↵usive scaling for non-integrable

ones. Recently, much progress has been made in our understanding of transport in

one-dimensional systems using the theory of non-linear fluctuating hydrodynamics [for

non-integrable, mostly classical, see Spohn, Lect. Notes in Phys. 921, 107-155 (2017)]

and generalized hydrodynamics [for integrable, both classical and quantum systems, see

Doyon, SciPost Phys. Lect. Notes 18 (2020)]. A di↵erent probe that has recently been

used to characterize chaos in many-body quantum systems is the so-called OTOC. This

quantifies the propagation of chaos and attempts are currently being made to relate this

to transport [see Khemani et al., PRB 98, 144304].

The first two chapters consider a specific paradigmatic example of a non-integrable

one-dimensional system, namely the classical Heisenberg spin chain. (a) (ch1) A classical

analogue of the OTOC is studied to understand chaos propagation in this system and

its possible relation to transport. (b) (ch2) Some predictions of nonlinear fluctuating

hydrodynamics on anomalous scaling of correlation functions at low temperatures are

tested via simulations. The last two chapters consider integrable models. (ch3) In one

case we consider an integrable version of the classical Heisenberg spin chain and ask

whether recent observations of anomalous transport properties in quantum integrable

spin chains [see Bulchandani et al., arXiv:2013.01976] are also seen in the classical system.

(ch4) In the second case we consider the harmonic chain and study the e↵ective dynamics

of a tagged particle and emergence of quantum Brownian motion — one main interest is

to understand precisely the Ohmic and Drude limits and the detailed form of the mean

square displacement and velocity autocorrelation function.
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Chapter 1

Light-cone spreading of

perturbations and the butterfly

e↵ect in a classical spin chain

Key ideas: We find that the e↵ects of a localized perturbation in a chaotic classical

many-body system–the classical Heisenberg chain at infinite temperature–spread ballis-

tically with a finite speed even when the local spin dynamics is di↵usive. We study two

complementary aspects of this butterfly e↵ect: the rapid growth of the perturbation,

and its simultaneous ballistic (light-cone) spread, as characterized by the Lyapunov ex-

ponents and the butterfly speed, respectively. We connect this to recent studies of the

out-of-time-ordered commutators (OTOC), which have been proposed as an indicator of

chaos in a quantum system. We provide a straightforward identification of the OTOC

with a natural correlator in our system and demonstrate that many of its interesting

qualitative features are present in the classical system. Finally, by analyzing the scaling

forms, we relate the growth, spread and propagation of the perturbation with the growth

of one-dimensional interfaces described by the Kardar-Parisi-Zhang (KPZ) equation.
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1.1 Introduction

The butterfly e↵ect [1–3] is a vivid picture for the sensitivity of a spatially extended

chaotic many-body system to arbitrarily small changes to its initial conditions. In this

picture, this exquisite sensitivity – the proverbial butterfly wing-beat is enough to make

the di↵erence between presence or absence of a tornado – perhaps takes precedence over

the fact that these changes are global – tornado activity is toggled in a place far away from

the butterfly. While this sensitivity to initial conditions is well-studied and quantified via

the (positive) Lyapunov exponents, the spatial spreading of the perturbation has received

somewhat less attention. This spreading, if ballistic, is characterized by a butterfly speed.

Lyapunov exponents and butterfly speed thus encode two complementary aspects of the

butterfly e↵ect.

These issues have acquired additional interest in the context of many recent studies

of scrambling of information in quantum many body systems [4–22]. In this setting, the

out-of-time-ordered commutator (OTOC) [23, 24] has emerged as a diagnostic [5–9, 9–23]:

for two Hermitian operators Ŵ (x, t) and V̂ (0, 0) localized around x at time t and x = 0

at time t = 0 respectively, the OTOC, defined as F (t) = �h[Ŵ (x, t), V̂ (0, 0)]2i, estimates

the e↵ect of the operator, V (0, 0) on the measurement of operator, W (x, t). In a class of

large N gauge theories it was found that, for a given x and t, the OTOC is generically

characterized by an exponent �̃, and a velocity ṽB, which are respectively the measure of

the exponential growth and the speed of spreading of the initially localized perturbation.

Analogous to classical dynamical systems, the former is often identified with the largest

Lyapunov exponent, and the latter with the butterfly speed.

Interestingly, these twin features are present even when the usual probes for relax-

ation and equilibration in a many-body system, the two-point functions hŴ (t)V̂ (0)i, are
di↵usive and hence do not capture the above ballistic spread. This was observed in a

study of the OTOC in a system with di↵usive energy transport– the one-dimensional

Bose-Hubbard chain [18, 25] and di↵usive metals [26] at finite temperature and also in

the context of random unitary circuits [27, 28], which lend themselves to a considerable

degree of analytical and numerical insight [29–31].

In this chapter, we present a detailed analysis of the spatiotemporal evolution of the

divergence of the dynamical trajectories of perturbed and unperturbed systems. Our

model is a well-known classical many-body system–the Heisenberg spin-chain at high

temperatures, whose classical Hamiltonian dynamics of the spins is di↵usive. We first

identify a correlator which represents a natural classical limit of an OTOC, and turns

out to be a very simple quantity: the decrease of the correlation between the system and

its perturbed copy under time evolution. In particular, we find that the divergence of

dynamical trajectories spreads in space ballistically. We provide an accurate extraction

of the corresponding Lyapunov exponent and butterfly speed, and provide a description

10



Figure 1.1: Simultaneous growth
and ballistic spread of a perturba-
tion in a classical Heisenberg spin
chain whose spin dynamics [Fig.
(1.4)] is di↵usive at T = 1. The
speed of spreading obtained from
the classical OTOC, D(x, t) (see
text), defines a “light cone”. The
results are shown for a perturbation
at time t = 0 of size " = 10�3 at the
center of a system of size L = 2048.

of the variations in the divergence between di↵erent initial states in terms of a KPZ-based

analysis, which yields scaling forms for the distributions.

Our work connects to earlier studies of the propagation of chaos on coupled map

lattices with discrete time evolution [32, 33], partial di↵erential equations [34–36] and

anharmonic coupled oscillator chains [37], where the concept of a velocity-dependent

Lyapunov exponent was formulated [32, 38, 39] and related to the speed of spread of

correlations [37]. In parallel, the concrete classical limit of the OTOC provides a natural

platform to investigate the existence and nature of intrinsic di↵erences in spatio-temporal

chaos between classical and quantum many-body systems [40–42].

1.2 The Heisenberg spin chain:

We consider a one-dimensional lattice of spins Sx , x = 0, . . . , N � 1 described by the

Heisenberg Hamiltonian

H = �J
N�1X

x=0

Sx · Sx+1 , (1.1)

where J > 0 and Sx are unit three component classical vectors and we take periodic

boundary conditions Sx ⌘ Sx+N . We consider a classical precessional dynamics

dSx

dt
= JSx ⇥ (Sx�1 + Sx+1) = {Sx, H} , (1.2)

where the spin-Poisson bracket is defined as {f, g} =
P

x

P
↵,�,�

✏↵��S�

x
(@f/@S↵

x
)(@g/@S�

x
)

for arbitrary functions f, g of the spin variables.
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Figure 1.2: The inset plots D(x, t)
as a function of x, at di↵erent times
(t = 40, 50, · · · 100), showing growth
and ballistic propagation of the pertur-
bation front. The scaled data (main
panel) shows that the front is fit well by
Eq. (1.6) with µ = 0.494 and vb = 1.642
near x ⇠ vbt. Here ✏ = 10�8 and averag-
ing was done over 2⇥ 104 realizations.

1.3 Classical OTOC analogue

We consider two spin configurations which, at t = 0, di↵er only at site x = 0 by a rotation,

", that is either small or infinitesimal, about an axis n̂ = (ẑ⇥S0)/|ẑ⇥S0| (where ẑ is the

unit vector along the global z-axis) such that �S0 = "(n̂⇥ S0). We study the spreading

of such a localized perturbation. For infinitesimal ", the change at some point x is given

by �S↵

x
(t) ⇡ (@S↵

x
(t)/@S�

0 )�S
�

0 = " n�✏��⌫S⌫

0 (@S↵

x
(t)/@S�

0 ) = " n�{S↵

x
(t), S�

0 (0)}. To

measure the evolution of the perturbation we define

2D(x, t) := h(�Sx(t))
2i ⇡ "2h{Sx(t), n̂ · S0}2i. (1.3)

where, throughout this chapter, h· · · i denotes averaging over spin configurations cho-

sen from the equilibrium distribution P ({Sx}) = e�H/T/Z(T ) and Z(T ) is the partition

function. Denoting the two initial spin configurations discussed above by {Sa

x
(t = 0)}

and {Sb

x
(t = 0)}, we can obtain a simpler expression as

D(x, t) = 1� hSa

x
(t) · Sb

x
(t)i. (1.4)

where hSa

x
(t) · Sb

x
(t)i is the cross-correlator between the two copies. If the dynamics is

chaotic, as is known to be in this classical spin-chain at infinite temperatures [43, 44],

we expect that for any x 6= 0, the above quantity, as a function of time, t, starts from

the value 0 (when the spins of the two copies at a given x are perfectly correlated) and

asymptotes to 1 (when they are completely decorrelated). Thus D(x, t) indeed measures

the spatiotemporal evolution of decorrelation throughout the system. Apart from D(x, t),

we also calculate the usual dynamic spin-correlation function

C(x, t) = hSx(t) · S0(0)i . (1.5)

At this point, it is useful to understand the connection betweenD(x, t) and the OTOC.
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Figure 1.3: The spatial profile of C(x, t)
[Eq. (1.5)] at di↵erent times, t, for a sys-
tem of size L = 512 at T = 1 with av-
eraging over 105 initial conditions. The
left inset shows a collapse of the data
after a di↵usive scaling of x/

p
t while

the right inset shows the resultant t�1/2

scaling of the auto-correlation.

On canonical quantization of the theory obtained by replacing the Poisson bracket with

the commutator, i.e., {f, g} ! 1
i~ [f, g], we get D(x, t) ! � "

2

~2Tr [⇢T ([Sx(t), n̂ · S0(0)])2],

where Sx are now quantum operators. This is nothing but the finite temperature gener-

alization of the OTOC introduced earlier with Ŵ (x, t) = Sx(t) and V̂ (0, 0) = "n̂ · S0(0).

1.4 Numerical Results

We now present representative results of our numerical simulation of the Heisenberg spin

chain with periodic boundary conditions. The simulations were performed using a fourth-

order Runge-Kutta (RK4) numerical integration scheme for the spin dynamics. For the

numerical simulations, energy is measured in units of J . The time-step in RK4 was

taken to be �t = 0.001 � 0.005 such that the energy/site and magnetization/site were

conserved up to ⇠ 10�12. The configuration averaging was done over ⇠ 105 equilibrated

initial conditions for C(x, t) and ⇠ 104 for D(x, t). Many of the simulations had to be

performed at quadruple level machine precision.

Our first main finding, namely ballistic propagation of the de-correlation, is sum-

marised in Fig. (1.2) which shows that the OTOC falls sharply outside a light cone. The

light cone is specified by the lines x = ±vbt where vb is the butterfly speed. For the two

systems whose de-correlation D(x, t) measures, the red region in Fig. (1.2) corresponds

to complete de-correlation with hSa

x
(t) · Sb

x
(t)i ⇠= 0. This also gives the natural definition

of the light-cone velocity in the sense of a “classical Lieb-Robinson speed” [45–47] which

is then equal to the butterfly speed.

In Fig. (1.3) we plot the signal D(x, t) at di↵erent times to show the propagation of

the front. As can be seen from the scaling, the front (for x ⇠ vbt) is fit well by

D(x, t) = "2 exp [2µt(1� (x/vbt)
2)] , (1.6)
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Figure 1.4: The main panel shows tD0

(defined in the main text) as a function
of x, for D0 = 100✏ = 0.1 and di↵erent
initial spin-configurations (grey scatter).
The mean (black connected data-points)
over 104 configurations is also shown and
has a slope ⇡ 1/(1.6417(2)). The up-
per inset shows the distribution of tD0

at space-points x = 100, 200, . . . , 700
while the lower inset shows collapse of
the distributions with a width scaling as
⇠ x1/3. The dotted curve in the lower
inset is the Gaussian fit to the fluctua-
tions at x = 600.

with µ ⇡ 0.494, vb ⇡ 1.6417(2). The deviations in scaling seen for x ⇠ vbt arise from

errors due to finite machine precision (quadruple level precision in this case). Later [see

Fig. (1.4)] we shall see that working with a linearized dynamics avoids these errors and

we get much better collapse of data in the entire range. The scaling function is quite

accurate within the light cone but in general is only an approximate fit for x & vbt. The

finite butterfly speed is in stark contrast with the entirely di↵usive [48] spin dynamics as

recorded by the regular two point correlator C(x, t) (Eq. (1.5)) shown in Fig. (1.4). The

characteristic signature of di↵usion– x/
p
t collapse at long times– is clearly visible in the

insets of Fig. (1.4).

An alternate way of analyzing the data is to ask at what time, tD0 , the signal attains

a threshold value D0 at a given x for a set of di↵erent realization of random initial

configurations. In Fig. (1.4) we plot the resulting set of tD0 ’s as a function of x. Its mean

grows as tD0 = x/vb, with vb ⇡ 1.64 in accordance with Fig. (1.3). Importantly, there is

a spread of times for the arrival of the front leading to a distribution of times tD0 for a

given x. This distribution for di↵erent values of x as well as its collapse indicating a x2/3

scaling of variance of tD0 is shown in the inset of Fig. (1.4). Thus there are variations

between di↵erent initial states in the timing of the front’s arrival that are of order ⇠ x1/3.

We next analyze the properties of the front in more detail, starting with its exponen-

tial growth in the temporal regime and then considering its fluctuations within a KPZ

framework. From the usual definition of the Lyapunov exponents, we expect the quantity

lim✏!0 �Sx(t)2/✏2 to grow exponentially with time (at large, but finite times) as ⇠ e2�(S,t)t,

for any x, where the Lyapunov exponent at time t, �(S, t), may depend on the initial

spin-configuration {S} of a given realization. In the limit " ! 0, it is possible to write

the linearized equation of motion for lim✏!0 �Sx := zx,

żx = JSx ⇥ (zx�1 + zx+1) + Jzx ⇥ (Sx�1 + Sx+1) , (1.7)
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Figure 1.5: (a) Plot of ln[D(x, t)/"2]/
(2t) versus t at x = 0 (black), 32, 64,
96, 128 (magenta), for " = 10�4 (thick
dotted lines), " = 10�6(dashed lines)
and " = 10�8 (thin dotted lines), for
L = 1024 from solving the non-linear
Equation of motion [Eq. (1.2)]. The
solid lines are results from the linearized
dynamics and correspond to the limit
✏ ! 0 and hence gives �D (see text).
The dashed orange line corresponds to
hln[�S2(x, t)/2"2]i/(2t), obtained from
the linearized dynamics for x = 0 and

we see the slightly di↵erent saturation value corresponding to �L (see text). (b) Inset
plots the results for the linearized dynamics for x = 32, 64, 96, 128 on scaling the time axis
by x. The collapsed data approximately fits the solid line corresponding to the scaling
form Eq. (1.6) with µ ⇡ 0.494, vb ⇡ 1.64.

where S, obtained by solving the equation of motion Eq. (1.2) for a given random initial

configuration, acts as the dynamic field for z. The linearised equation can then be used

to obtain the Lyapunov exponent. By sampling random initial configurations, we can

then define an average exponent �L(t) = h�(S, t)i. Given [from Eq. (1.4)], D(x, t) =

h(�Sx(t))
2i/2, we expect lim✏!0 D(x, t)/✏2 to grow exponentially with time as ⇠ e2�D(t)t.

However, the rate of growth, quantified by �D(t) is in general di↵erent from �L(t), due

to the di↵erence in the order of averaging. A straightforward application of Jensen’s

inequality [49] gives �L(t)  �D(t) at any finite time where the two values become equal

in the limit t ! 1 as the width of the distribution of �(S, t) decreases as t�2/3 (see

below).

Fig. (1.4) compares the numerical results of the linearised and non-linear equations

of motion, which confirms the above expectations. In the limit t ! 1, we find from

linear extrapolation of our data �L(1) = �D(1) := � ⇡ 0.492(5). This compares well

with the value of � ⇡ 0.47 reported earlier [43]. For any small but finite ", D(x, t)

would eventually saturate to the value 1, when de-correlation is complete [see Eq. (1.4)].

The time for saturation goes as ⇠ � ln "/�. Hence, the exponential growth-regime lasts

longer for smaller ". This can be seen in Fig. (1.4) where we also plot the results from the

non-linear dynamics for values of " = 10�4, 10�6 and 10�8. The inset shows that for the

linearized dynamics, the scaling form in Eq. (1.6) holds accurately over the entire time

range, with µ ⇡ �D. This means that we can identify a velocity dependent Lyapunov

exponent through the relation D(x = vt, t) ⇠ e2µ(v)t with µ(v) = �D[1 � (v/vb)2] to a

very good approximation. For the non-linear dynamics, as seen in Fig. (1.3), the scaling

form holds only for x ⇠ vbt.

We now turn to the issue of realization to realization fluctuation of the wave-front
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Figure 1.6: Distribution of the “height”
variable h(x, t) = log[�S2(x, t)/✏2]/2 at
x = 0. The inset shows the distribu-
tion of h(0, t) at di↵erent times while the
main plot shows the collapse of data ob-
tained after a t1/3 scaling.

and the finite variance in the arrival times, tD0 , at a given x [Fig. (1.4)]. We define

h(x, t) = lim
✏!0

log[�S2(x, t)/2✏2]/2 (1.8)

(where we no longer average over initial configurations) and calculate h(x, t) using the

linearized equation of motion [Eq. (1.7)] for zx. Our results so far suggest that

h(x = vt, t) = tµ(v) + t1/3⌘(x, t) , (1.9)

where µ(v) is the velocity-dependent Lyapunov exponent, and ⌘ describes the fluctua-

tions. In Fig. (1.4) we see that the probability distribution of h(0, t) shows a clear t1/3

scaling as mentioned above.

The above observation leads us to interpret the dynamics of h(x, t) as similar to the

problem of interface growth [50] with h(x, t) as the “height function”. In particular, our

numerical results for both h(x, t) and D(x, t) are consistent with the growth of height, as

predicted from the KPZ equation for the so-called “wedge” initial conditions [51]. This

would then suggest that the variable ⌘ follow a Tracy-Widom distribution. However, our

system should di↵er from KPZ in that the noise from the chaos should have power-law

correlations in time due to the di↵using conserved energy and magnetization densities.

The distributions in Fig. (1.4) inset and Fig. (1.4) are found to be more symmetric than

Tracy-Widom and closer to Gaussians. The reasons for this are at present unclear.

1.5 Summary

We have studied the butterfly e↵ect in a classical Heisenberg spin chain at infinite tem-

perature and have shown that a systematic understanding of this e↵ect includes two

simultaneous, but logically complementary aspects – the exponential growth and ballis-

tic spread of an infinitesimal local perturbation determined by the Lyapunov exponents
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and the butterfly speed. Both e↵ects are quantified by an appropriately defined measure

that is naturally related to the OTOC recently studied in context of scrambling in quan-

tum many-body systems [9–12, 14–16, 24, 52–55]. Though we have presented infinite

temperature results, the above features of the butterfly e↵ect survive at finite T/J � 1 .

We have obtained the scaling-form of the fluctuations of the propagation front via the

KPZ model for interface growth. Notably, the above ballistic spread of perturbation is

present even while the usual two-point dynamic spin correlator shows di↵usion and hence

does not reflect correlations spreading with the butterfly speed. A natural question then

pertains to the nature of correlators that are directly sensitive to this ballistic e↵ect. A

closely related desideratum is an analytical derivation of the equation of motion for the

propagating ballistic front. The features reported here for the nearest neighbor spin-chain

are expected to survive in presence of further neighbor couplings, albeit, with di↵erent

values for � and vb. Such issues and particularly the e↵ect of long-range spin exchanges

form interesting future avenues of research, particularly the latter where the ballistic

e↵ects may not survive.
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Chapter 2

Nonlinear Fluctuating

Hydrodynamics for the Classical

XXZ Spin Chain

Key ideas: Using the framework of nonlinear fluctuating hydrodynamics (NFH), we ex-

amine equilibrium spatio-temporal correlations in classical ferromagnetic spin chains with

nearest neighbor interactions. In particular, we consider the classical XXZ-Heisenberg

spin chain (also known as Lattice Landau Lifshitz or LLL model) evolving deterministi-

cally and chaotically via Hamiltonian dynamics, for which energy and z-magnetization

are the only locally conserved fields. For the easy-plane case, this system has a low-

temperature regime in which the di↵erence between neighboring spin’s angular orien-

tations in the XY plane is an almost conserved field. According to the predictions of

NFH, the dynamic correlations in this regime exhibit a heat peak and propagating sound

peaks, all with anomalous broadening. We present a detailed molecular dynamics test of

these predictions and find a reasonably accurate verification. We find that, in a suitable

intermediate temperature regime, the system shows two sound peaks with Kardar-Parisi-

Zhang (KPZ) scaling and a heat peak where the expected anomalous broadening is less

clear. In high temperature regimes of both easy plane and easy axis case of LLL, our

numerics show clear di↵usive spin and energy peaks and absence of any sound modes, as

one would expect. We also simulate an integrable version of the XXZ-model, for which

the ballistic component instead moves with a broad range of speeds rather than being

concentrated in narrower peaks around the sound speed.
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2.1 Introduction

For generic classical and quantum spin chains the only conservation law is the energy,

perhaps in addition one spin component (or all three). Momentum conservation is de-

stroyed by the underlying lattice and in thermal equilibrium the average currents vanish.

One therefore expects that a local perturbation of the thermal state will spread di↵u-

sively, a behavior which is actually observed in a large variety of systems, as prototypical

examples we refer to[1, 2]. There are obvious exceptions such as integrable spin chains,

for which a small perturbation induces a ballistic response. Also, at least classically, at

very low temperatures the harmonic approximation generally becomes valid, which then

implies ballistic transport over a suitable time scale.

The goal of this chapter is to explain that, beyond the standard folklore, there can be a

parameter regime, in which the dynamic correlations consist of a “heat” peak at the origin

and in addition two sound peaks symmetrically moving to the right and left. These peaks

broaden sub-ballistically but faster than di↵usion. The theoretical argument is based on

nonlinear fluctuating hydrodynamics (NFH), which refers to long wavelength behavior

and should thus be equally valid for both classical and quantum chains. For quantum

chains, because of numerical limitations, it is di�cult to pin down the phenomenon,

even less so the precise scaling form. In this contribution we thus restrict our study to

classical spin chains of XXZ type. We note that for o↵-lattice models, where there is

momentum conservation (e.g anharmonic oscillator chains), the presence of sound peaks

with anomalous scaling has been observed in several recent studies and is well understood

within the framework of NFH [3, 4]. The results presented here for the XXZ model bear

close resemblance to those seen for the rotor model, where early results in [5–7] indicated a

di↵usive to super-di↵usive transport, and has recently been understood in the framework

of NFH [8, 9]. It should also be noted that there are no phase transitions (from di↵usive

to anomalous transport regimes), rather the anomalous scaling is observed over very long

transient time-scales.

For our argument we require that the anisotropy parameter � = |Jz/Jx| = |Jz/Jy|,
where Jz is the nearest neighbor coupling between z-components of spin and Jx = Jy

between the x or y-components respectively, satisfies � < 1. Then, at high tempera-

tures, energy and the z-component of the spin di↵use. However at low temperatures the

spin motion is confined to a plane orthogonal to the z-axis (the easy-plane) and phase

di↵erences between neighboring spins are small. To achieve di↵erences of order ⇡ ( in

other words “phase slips” or, equivalently, “umklapp”) is an activated process and is thus

strongly thermally suppressed in a low temperature regime. In this regime, the phase

di↵erences are an almost conserved field, so there is a broad range of time scales where

this conservation law dictates the hydrodynamics. Under such conditions, nonlinear fluc-

tuating hydrodynamics can be applied. The theory predicts the dynamical correlations
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contain a central non-propagating heat peak and left- and right-moving sound peaks.

The three peaks broaden as nontrivial powers of time according to characteristic explic-

itly known scaling functions [10, 11].

To illustrate the di↵erence between sound peaks and ballistic broadening, we also

simulate the integrable spin chain of Fadeev and Takhtajan [12]. The infinite number of

conservation laws then leads to a structured scaling function which scales self-similarly

as ⇠ t�1f(x/t).

There has been previous work on non-integrable classical models (and their KPZ

connection) such as the Fermi-Pasta-Ulam chain [3, 4], the discrete nonlinear Schrödinger

equation [13–15], coupled rotors [8, 9, 11], and one-dimensional hard-point systems [16].

However, to our knowledge the present work is the first exploration of NFH in classical

spin chains.

2.2 High-temperature, non-integrable and integrable

Lattice Landau-Lifshitz equations

2.2.1 LLL equations

We consider spins of unit length on the one-dimensional lattice, ~Sj = (Sx

j
, Sy

j
, Sz

j
) with

|~Sj| = 1, j = 1, · · · , N . The standard LLL interaction is quadratic in the spins with

Hamiltonian

H = �
NX

j=1

�
Sx

j
Sx

j+1 + Sy

j
Sy

j+1 +�Sz

j
Sz

j+1

�
, (2.1)

� the asymmetry parameter, � � 0. The LLL equations of motion then read

d

dt

~Sj = {~Sj, H} = ~Sj ⇥ ~Bj, ~Bj = �r~Sj
H, (2.2)

where the Poisson bracket between two functions, g1, g2, of the spin variables is defined by

{g1, g2} =
P

j
✏↵��

�
@g1/@S↵

j

��
@g2/@S

�

j

�
S�

j
with the usual summation convention. Clearly

|~Sj(t)| = 1 for all times. The Hamiltonian character of the dynamics can be seen also

by introducing the position-like angular variable �j 2 S1 and the conjugate canonical

momentum-like variable sj 2 [�1, 1] defined through

Sx

j
= f(sj) cos�j, Sy

j
= f(sj) sin�j, Sz

j
= sj, (2.3)
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where f(x) = (1�x2)1/2. Indeed, one checks that {si,�j} = �ij, {�i,�j} = 0, {si, sj} = 0.

In these variables the Hamiltonian (2.1) reads

H = �
NX

j=1

⇣
f(sj)f(sj+1) cos(�j+1 � �j) +�sjsj+1

⌘
. (2.4)

Thus at low energies the phases tend to align, while � sets the interactions between the

z components. The isotropic model corresponds to � = 1, easy-plane to � < 1, and

easy-axis to � > 1. In the new variables the equations of motion become

d

dt
�j = �f 0(sj)f(sj+1) cos(�j+1 � �j)� f(sj�1)f

0(sj) cos(�j � �j�1)

��(sj�1 + sj+1),

d

dt
sj = f(sj)f(sj+1) sin(�j+1 � �j)� f(sj�1)f(sj) sin(�j � �j�1). (2.5)

For |sj(t)| < 1 the angle �j(t) is defined modulo 2⇡. For sj(t) = ±1 the angle �j(t) is

ill-defined. However, in our context, trajectories where a spin precisely hits either the

north or south pole of the unit sphere (|sj(t)| = 1) have measure zero and therefore can

be ignored.

The s-s interaction could have additional contributions. One example is the ionic

potential
P

j
s2
j
[17]. Many of our results are valid in greater generality, but we explore

the simplest case (2.5).

The LLL dynamics has two locally conserved fields, namely the z-component of the

spin, sj, and the energy

ej = �f(sj)f(sj+1) cos(rj)��sjsj+1, (2.6)

where for convenience we have introduced the phase di↵erence rj = �j+1 � �j. From

the equations of motion (2.5) one deduces the form of the spin current, Js
j
, and energy

current, Je
j
, as

Js
j
= �f(sj�1)f(sj) sin(rj�1), (2.7)

Je
j
= f(sj�1)f(sj)f

0(sj)f(sj+1) sin(rj�1 + rj)

+�f(sj)f(sj+1)sj�1 sin(rj) +�f(sj)f(sj�1)sj+1 sin(rj�1). (2.8)

2.2.2 High-temperature di↵usive regime

We first assume that there are no further conservation laws. The equilibrium Gibbs

measures are then given by the two-parameter family

ZN(�, h)
�1 exp

h
� �

⇣
H � h

X

j

sj
⌘iY

j

drjdsj, � � 0, h 2 R, (2.9)
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Figure 2.1: Plots of Cab(x, t) for XXZ easy plane regime at high temperature. Parameters
are � = 0.5, � = 1, N = 512 and h = 0. Css(x, t) and Cee(x, t) are plotted at time
128, 256, ..., 1024. Insets show the slow temporal decay of Css(0, t) and Cee(0, t), and the
di↵usive scaling of Css(x, t) and Cee(x, t) with the Gaussian fits at times 640, 768, 896 and
1024. The di↵usion constants are 4.95 and 1.72 for spin and energy respectively, obtained
from the corresponding Gaussian fits and the decay of Css(0, t), Cee(0, t). As expected,
energy and spin are uncorrelated.

for a chain of length N spins with periodic boundary conditions and partition function

ZN(�, h). Infinite volume equilibrium averages will be denoted by h·i�,h. We note that

the Hamiltonian is even and the currents are odd in rj. Hence

hJs
j
i�,h = 0, hJe

j
i�,h = 0. (2.10)

But then also their derivatives with respect to �, h vanish and, using the definition of

the Drude weight given in [18], one concludes that both Drude weights are zero. Thus

the conventional expectation is to have a di↵usive spreading of the equilibrium time-

correlations for spin and energy. Since they have opposite signature under time reversal,

the cross di↵usion coe�cient should vanish.

To confirm, we performed molecular dynamics simulations at inverse temperature

� = 1 (see Sec. 2.4 for simulation details). In Fig. (2.1) we show numerical results for
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Figure 2.2: Plots of Cab(x, t) for the integrable LLL model in easy plane regime at high
temperature at di↵erent times. Parameters are ⇢ = 1.0, � = 1.0 and N = 2048. The
energy and spin are uncorrelated. Energy correlation reaches the boundary of the system
faster than the spin correlation. From the maxima of the peaks, the estimated speed is
1.4448 for the spin mode, whereas it is 1.5888 for the energy mode. Scaling plots are
shown in Fig. (2.3).

the spin and energy correlations defined by

Css(j, t) = hsj(t)s0(0)ic�,h,

Cee(j, t) = hej(t)e0(t)ic�,h (2.11)

where h. . . ic
�,h

denotes the connected correlation defined as hQj(t)Q0(0)iceq := h(Qj(t) �
hQ0ieq)(Q0(0)� hQ0ieq)ieq.

These simulations are for system size N = 512 and were run up to time t = 1024 [sim-

ulation details are given later in Sec. 2.4]. We see that spin and energy autocorrelations

indeed show di↵usive behavior, while there are no cross correlations.

The novelty of our contribution is to establish that at lower temperatures the dynami-

cal properties change dramatically through the appearance of ballistic sound propagation.

But before embarking on that discussion we use the opportunity to illustrate that equi-

librium time-correlations for an integrable spin-chain are dominated by a broad ballistic
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Figure 2.3: Scaling plots of Css(x, t) and Cee(x, t) for the integrable LLL model in easy
plane regime at high temperature. Parameters are ⇢ = 1.0, � = 1.0 and N = 2048. The
figures show the ballistic scaling of Css(x, t) and Cee(x, t) at di↵erent times.

spreading, in contrast to the sub-ballistic broadening of the two sound peaks in the case of

a nonintegrable chain. The form of dynamical correlations in classical integrable models

have been discussed in several earlier work including [19, 20] for the Toda chain and in

[21] for a particular integrable spin chain, which we will now discuss.

2.2.3 Integrable LLL model

Faddeev and Takhtajan [12] discovered an integrable version of the LLL model, which

still has nearest neighbor coupling but is no longer quadratic. Their Hamiltonian is given

by

H = �
NX

j=1

h(~Sj, ~Sj+1) (2.12)

with local energy

h(~S, ~S 0) = log
�� cos(⇢Sz) cos(⇢S 0z) + (cot(⇢))2 sin(⇢Sz) sin(⇢S 0z)

+(sin(⇢))�2G(Sz)G(S 0z)(SxS 0x + SyS 0y)
��,

G(x) =
�
1� x2

��1
2
�
cos(2⇢x)� cos(2⇢)

� 1
2 (2.13)

with ⇢ � 0. The Hamiltonian (2.12) seems to be the only known integrable classical

spin chain. Easy plane corresponds to ⇢ > 0, while in the limit ⇢ ! 0 one recovers the

isotropic interaction

h(~S, ~S 0) = log
�
1 + ~S · ~S 0

�
. (2.14)

The infinitely extended Faddeev-Takhtajan spin chain has a countable number of locally

conserved fields, which are constructed by successive di↵erentiations of the R-matrix, see

[12].
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Figure 2.4: Easy axis data � = 1.5, � = 0.1, N = 512. We observe perfect di↵usive
behaviour (see inset).

Here we focus on the z-component of the magnetization, sj, and the local energy, ej,

as the first items in the list of conservation laws. We display their time-correlations at

⇢ = 1 with inverse temperature � = 1 and magnetic field h = 0, see Fig. (2.2). In the

scaling plot Fig. (2.3), we see that the energy and spin correlations show good ballistic

scaling already at short times. In [21] simulations of the spin current correlations are

reported at parameters ⇢ = 1, � = 0.25, h = 0.

Without losing integrability, the Hamiltonian (2.13) can be analytically continued

to purely imaginary ⇢, which amounts to replace the trigonometric functions by their

hyperbolic cousin [12]. Physically this corresponds to easy-axis regime. We refer to the

discussions in [21, 22], also reporting on parameters with di↵usive spreading.

2.3 Easy plane at low-temperatures

2.3.1 Low-temperature e↵ective hamiltonian:

We now return to the nonintegrable XXZ spin chain. As the temperature is lowered, if

we impose easy-axis anisotropy, � > 1, the spreading of spin and energy correlations is
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still di↵usive, as confirmed by further molecular dynamics simulations. In Fig. (2.4) we

show the easy axis data. Apparently di↵usion still holds at � = 1, although with slow

convergence [23]. However, for easy-plane, � < 1, phase di↵erences become locally almost

conserved, which drastically changes the dynamical behavior, as will now be explained in

detail. The equations of motion are given by (2.5).

Phase di↵erences are defined through

rj = �j+1 � �j , mod 2⇡, (2.15)

where we choose coordinates such that rj 2 [�⇡, ⇡]. rj = 0 corresponds to �j = �j+1

which is the minimum of the cosine-potential. The dynamics of the rj(t)’s has the fol-

lowing generic structure. One starts from their extended version with r̃j 2 R governed

by
d

dt
r̃j(t) = gj(t)� gj+1(t) (2.16)

for a given collection of smooth functions {gj(t), j 2 Z}. The restriction to the unit circle

S1 is achieved by setting

r̃j(t) = rj(t) + 2⇡nj(t) (2.17)

with nj(t) the integer winding number for bond j; we may choose nj(t = 0) = 0, while

rj(t) is a smooth function on S1. By construction the r̃j’s have the form of a local

conservation law, which in integrated version reads

X

j

�
r̃j(t)� r̃j(0)

�
=

X

j

Z
t

0

ds
�
gj(s)� gj+1(s)

�
= 0, (2.18)

for a system with periodic boundary conditions. On the other hand,

X

j

�
rj(t)� rj(0)

�
= �2⇡

X

j

nj(t) . (2.19)

Hence rj(t) is locally conserved only if the total winding number remains constant:
P

j
nj(t) = 0. The dynamical events rj(t) = ±⇡ are the “phase slip” processes where the

winding number changes. Thus the field of phase di↵erences rj is locally conserved only

until the first phase slip event. However, as we show in Fig. (2.5), at low temperatures

most phase slip events come in closely-spaced pairs with no change in the total winding

number, so the coarse-grained dynamics actually respects this conservation law until one

has unpaired phase slip events.

As illustrated in Fig. (2.5a) and (2.5b), for high temperatures there are lots of phase

slips. However for easy-plane and low enough temperatures the z-component is approxi-

mately constant and the phase di↵erence is trapped by the cosine-potential. Then phase

slips are very much suppressed, see Fig. (2.5c) and (2.5d). Therefore, there is an emer-
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Figure 2.5: (a) Phase slip events at � = 1, h = 0, (b) � = 1, h = 0.1, (c) � = 5, h = 0
and (d) � = 5, h = 0.1 in easy plane regime with � = 0.5. It shows that the phase slip
events become rare with decreasing temperature and decreasing external magnetic field.
Red (blue) boxes indicate sites where phase slips occur, i.e, �nj is +1(�1) [Eq. (2.17)].

gence of an approximately conserved quantity. In other words, phase slips are thermally

activated process which, in a low-temperature regime, can safely be ignored on the time

scales reached by our simulation and, in fact, much longer. Phase di↵erences are thus

approximately conserved in this regime.

Let us first attempt a rough estimate for the presence of a third conservation law. We

assume constant rj = r and sj = s. Adding also an external field, h, the energy of this

configuration equals

eg(r, s) = �(1� s2) cos r ��s2 � hs. (2.20)

Its minimum is located at r = 0, s = h/[2(1��)] and we require |h| < 2(1��) to ensure

that the minimum lies inside {|s| < 1}. Let us compute the energy required for a phase

slip event caused by motion of a single spin. For the case where s remains fixed but r

changes to ⇡, the energy barrier Eslip can be easily computed and leads to

Eslip = 4
�
1� 1

4(1��)�2h2
�
> 1 (2.21)

30



Figure 2.6: The figure illustrates that
the average number of phase slip events
decays exponentially with �. The pa-
rameters are – h = 0,� = 0.5, N =
1024, t = 512, 105 initial states. Inset
shows the same plot in log scale. In log
scale the slope is �1.73 which is con-
sistent with our theoretical estimation
within error bars.

On the other hand for the case where the angle r remains fixed and the spin moves to

the north pole (given by s = 1), the energy barrier is

Eslip = 2
�
1� h

2 �
1
2(1��)�1�h

�
. (2.22)

We expect phase slips to occur at a rate⇠ e���Eslip where � is the inverse temperature,

and so �Eslip > 1 could be a rough criterion for small number of phase-slips and a new

approximate conservation law. In Fig. (2.5) we show space-time plots showing phase-slip

events seen in simulations at (a) high temperature (� = 1), zero magnetic field, (b) high

temperature (� = 1), finite magnetic field (h = 0.3), (c) low temperature (� = 5), zero

magnetic field and (d) low temperature (� = 5), finite magnetic field (h = 0.3) with

parameters � = 1/2, N = 64. In Fig. (2.6), we show the dependence of average total

number of observed phase slips on the inverse temperature � up to t = 512 seen in the

low temperature simulations (with parameters � = 1/2, h = 0). We see that Eslip takes

the values 4 and 2 from the two energy estimates mentioned above. From the simulations

we find the expected activated dependence form, however with a barrier �E ⇡ 1.73.

To understand such behavior we have to investigate in more detail the actual process of

phase slips. Let us consider the spin chain with zero external magnetic field and in the

easy-plane regime (h = 0,� < 1). In the ground state all spins are aligned and lying

on the xy plane. We are interested in finding the minimum-energy spin configuration

in which there is a phase slip. What we find at the lowest temperatures where such

phase slip events do happen in our simulations is that the phase slip event is centered

on a single spin j that moves out of the xy plane and is very close to either ✓j = 0

or ✓j = ⇡. The nearby spins i move to near the configuration of their angles ✓i that

minimizes the energy given the special orientation of the one “central” spin j, with all

spins except the central one oriented near the same �i. When we do this minimization for

� = 0.5 and h = 0, the resulting minimum energy of the phase slip event is Eslip
⇠= 1.73

[24]. As expected, the measured density of phase slip events shows a thermally activated
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dependence on temperature as ⇠ exp(��Eslip), as shown in Fig. (2.6). These phase slip

events are produced at this low density by the chaotic equilibrium dynamics of the LLL

chain.

To work with an almost conserved field is somewhat vague and it is more convenient

to modify the dynamics such that rj(t) is strictly locally conserved. Of course, this is a

valid approximation only in a regime with a very low density of phase slips. We rewrite

our Hamiltonian in a slightly more general form as

Hlt =
X

j2Z

�
f(sj)f(sj+1)U(rj)��sjsj+1

�
. (2.23)

If one would set U(x) = � cos(x), included to have motion on S1, then Hlt = H. To

suppress phase slips entirely we modify U(x) by adding infinitely high potential barriers

at x = ±⇡. Then up to the first phase slip event, the dynamics generated by H agrees

with the dynamics generated by Hlt, but they di↵er later on. Actually, for what we want

to show the precise shape of the potential barriers plays no role, as long as phase slips

are forbidden.

2.3.2 Nonlinear fluctuating hydrodynamics (NFH) in the low

temperature regime:

As before, the Hamiltonian equations of motions for (2.23) are

d

dt
�j = @sjHlt,

d

dt
sj = �@�jHlt. (2.24)

The conserved fields are phase di↵erence, spin, and energy,

rj, sj, ej = fjfj+1Uj ��sjsj+1, (2.25)

where for later convenience we introduced the shorthand fj = f(sj) and Uj = U(rj).

From the equations of motion we obtain for the current of the phase di↵erence,

Jr
j
= �f 0

j
fj+1Uj � fj�1f

0
j
Uj�1 +�(sj�1 + sj+1), (2.26)

for the spin current,

Js
j
= �fj�1fjU

0
j�1, (2.27)

and for the energy current,

Je
j
= �fj�1fjf

0
j
fj+1

�
U 0
j�1Uj + Uj�1U

0
j

�
+ �

�
fj�1fjU

0
j�1sj+1 + fjfj+1U

0
j
sj�1

�
. (2.28)
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The grand canonical ensemble of Hlt for a finite system with N lattice sites and

periodic boundary conditions is given by

ZN(⌫, h, �)
�1 exp

h
� �

⇣
Hlt � ⌫

NX

j=1

rj � h
NX

j=1

sj
⌘i NY

j=1

drjdsj (2.29)

with the normalizing partition function

ZN(⌫, h, �) =

Z

([�1,1]⇥[�⇡,⇡])N
exp

h
� �

⇣
Hlt � ⌫

NX

j=1

rj � h
NX

j=1

sj
⌘i NY

j=1

drjdsj, (2.30)

where ⌫ is the “chemical potential” for the additional conserved field rj. Infinite volume

averages with respect to (2.29) are denoted by h·i⌫,h,�. The canonical free energy is defined

as

F (⌫, h, �) = ���1 lim
N!1

1
N
logZN(⌫, h, �). (2.31)

The infinite volume equilibrium averages of rj, sj, ej are

r = hrji⌫,h,� = �@⌫F (⌫, h, �), s = hsji⌫,h,� = �@hF (⌫, h, �),

e = heji⌫,h,� = @�(� F (⌫, h, �)) + ⌫r + hs,
(2.32)

independent of j because of translation invariance. By convexity of F , these relations

define the inverse mapping (r, s, e) 7! (⌫(r, s, e), h(r, s, e), �(r, s, e)).

Under the constraints (3.8) the LLL equilibrium time-correlations of sj, ej should

be well approximated by the same time-correlations as computed from the dynamics

governed by Hlt. But Hlt is just one particular anharmonic chain and, as explained in [15],

the time-correlations can be predicted from nonlinear fluctuating hydrodynamics. We do

not repeat here the details, but merely point out that in normal mode representation one

arrives at a three-component fluctuating field, ~�(x, t) =
�
��1(x, t),�0(x, t),�1(x, t)

�
. The

Euler currents have to be expanded to second order, which in approximation then leads

to the coupled Langevin equations

@t~�(x, t) + @x
h
diag(�c, 0, c)~�+ h~�, ~G~�i �D@x~�+B~⇠

i
= 0. (2.33)

Here D is a constant di↵usion matrix and B~⇠(x, t) is Gaussian white noise, both related

through fluctuation-dissipation as BBT = 2D. This part of the equation is a phenomeno-

logical ansatz for the e↵ective noise and dissipation produced by the deterministic chaos.

However the sound speed, c, and the three symmetric coupling matrices ~G have to be

computed from the underlying microscopic model. In particular ~G determines the dy-

namical universality class. Fortunately, for the LLL chain the magic identity (proven
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Figure 2.7: Parameters: � = 0.5, � = 10.0, h = 0.3, N = 8192 – RK-4 with dt = 0.005:
Plot of Cab(x, t) at di↵erent times.

below)
⌦
~Jj
↵
⌫,h,�

= h(Jr
j
, Js

j
, Je

j
)i⌫,h,� = (�h,�⌫,�h⌫) (2.34)

is available. Using this property the precise form of ~G and its relation to second

derivatives of the free energy have been established in [15].

We turn to the proof of (2.34).

(i) For the phase di↵erence current we obtain

hJr
j
i⌫,h,� =

⌦
� f 0

j
fj+1Uj � fj�1f

0
j
Uj�1 +�(sj�1 + sj+1)

↵
⌫,h,�

= ��1Z�1
N

Z �
@sje

��Hlt
��
e�⌫

P
j rj+�h

P
j sj

�
= �h. (2.35)

(ii) Correspondingly, for the spin current we obtain

hJs
j
i⌫,h,� = �hfj�1fjU

0
j�1i⌫,h,�

= ��1Z�1
N

Z
fj�1fj

�
@rj�1e

��Hlt
��
e�⌫

P
j rj+�h

P
j sj

�

= �⌫, (2.36)
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Figure 2.8: Parameters: � = 0.5, � = 10.0, h = 0.3, N = 8192 – RK4 with dt = 0.005:
Plot of C++(x, t), C00(x, t) and C��(x, t), obtained after normal mode transformation.
The 2nd row shows the sound modes with KPZ scaling and heat mode with the predicted
Levy scaling, while the 3rd row shows di↵usive scaling of the same data. Sound speed
estimate from theory is c = 0.865.

where we used partial integration in the last step.

(iii) For the energy current there are more terms to be considered,

hJe
j
i⌫,h,� =

⌦
� fj�1fjf

0
j
fj+1

�
U 0
j�1Uj + Uj�1U

0
j

�

+�
�
fj�1fjU

0
j�1sj+1 + fjfj+1U

0
j
sj�1

�↵
⌫,h,�

= ��1Z�1
N

Z h�
f 0
j
fj+1Uj ��sj+1

�
@rj�1e

��Hlt

+
�
fj�1f

0
j
Uj�1 ��sj�1

�
@rje

��Hlt

i
e�⌫

P
j rj+�h

P
j sj

= �⌫ Z�1
N

Z h
fj�1f

0
j
Uj�1 + f 0

j
fj+1Uj

��(sj�1 + sj+1)
i
e��(Hlt�⌫

P
j rj�h

P
j sj)

= �h⌫. (2.37)
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Figure 2.9: Parameters: � = 0.5, � = 10.0, h = 0, N = 8192 – RK-4 with dt = 0.005: Plot
of Cab(x, t) at di↵erent times. Ces(x, t), Cse(x, t), Cre(x, t) and Cer(x, t) are essentially
zero, which is expected from symmetry.

We conclude that the Hlt-currents satisfy (2.34) independently of U , provided U

diverges su�ciently fast at the two border points so as to have the boundary terms

vanish.

When applying the magic identity, the potential U is specified as the cosine with

infinitely high barriers added at x = ±⇡. This does not change the free energy. Thus

at the end the coupling matrix ~G is given in terms of the LLL free energy. We refer to

Appendix A for more details. The chemical potential ⌫ is not a physical control parameter

that we will explore. It is needed in the second order expansion, but will be set to ⌫ = 0

afterwards.

2.4 Numerical results at low temperature

We now present numerical results for the dynamical correlations for two cases with (I)

finite magnetic field and (II) zero field, at inverse temperature � = 10. Apart from the
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Figure 2.10: Parameters: � = 0.5, � = 10.0, h = 0, N = 8192 – RK-4 with dt = 0.005:
Plot of C��(x, t), C00(x, t) and C++(x, t), obtained after normal mode transformation.
The 2nd row shows the di↵usive scaling of both the sound modes and the heat mode with
Levy scaling, while the 3rd row shows the same data with KPZ scaling of sound modes
and di↵usive scaling of the heat mode. Sound speed estimate from theory is c = 0.931.

spin and energy correlations defined in Eq. (2.38) we now measure

Crr(j, t) = hrj(t)r0(0)ic�,h, (2.38)

corresponding to the extra conserved variable. We also compute the normal mode corre-

lations C�,�0 , where �, �0 = +1, 0,�1 correspond to the modes �+1,�0,��1 respectively.

2.4.1 Simulation details

In the simulations we first generated equilibrium configurations corresponding to the

canonical distribution, specified by �, h, using a Metropolis Monte Carlo algorithm. The

equilibrated configuration was then evolved with our Hamiltonian dynamics using either

a fixed step size and sometimes an adaptive step size 4th order Runge-Kutta (RK4)

integrator. This maintains the global conservations (total energy and magnetization)

up to an absolute deviation of ⇠ 10�6 and ⇠ 10�13 respectively until the final time of
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Table 2.1: G matrices (� = 10, h = 0.3, ⌫ = 0)

G matrix MD simulation NFH

G�

2

4
0.0355 �0.411 0.0117
�0.411 �3.961E-5 5.238E-7
0.0118 �7.658E-5 �0.0118

3

5

2

4
0.03536 �0.4079 0.01179
�0.4079 0 0
0.01179 0 �0.01179

3

5

G0

2

4
�0.411 �2.989E-16 �3.828E-5

�3.961E-5 2.057E-20 2.104E-5
�3.829E-5 3.118E-16 0.411

3

5

2

4
�0.4079 0 0

0 0 0
0 0 0.4079

3

5

G+

2

4
0.0118 �7.657E-5 �0.0118
5.280E-7 2.104E-5 0.411
�0.0118 0.411 �0.0352

3

5

2

4
0.01179 0 �0.01179

0 0 0.4079
�0.01179 0.4079 �0.03536

3

5

speed of
sound c

0.865 (maxima of the sound peaks)
0.859 (normal mode transformation)

0.85217

evolution. Individual spin lengths are also conserved up to ⇠ 10�13. Averages were

compute over around 106 initial conditions.

In all our simulations we fixed � = 10. At much smaller temperatures, phase slips

would be even rarer but the dynamics of small fluctuations about the ordered state is

expected to be closer to integrable, and the time required to see the asymptotic scaling

becomes inaccessible.

2.4.2 Case-I (⌫ = 0, h = 0.3)

In this regime we expect to confirm the KPZ sound modes and Levy heat modes as

predicted by NFH. We have chosen thing parameters: � = 0.5, � = 10.0, N = 8192.

The z-component of the total spin, energy, and individual spin length are conserved up to

10�15 and 10�5 and 10�10 respectively. Phase Slip processes are rare but not completely

absent. In Fig. (2.7), the correlations C↵�(x, t) are plotted at di↵erent times.

In Fig. (2.8), we plot the sound and heat modes obtained after normal mode trans-

formations and with di↵erent scalings. Values of the G-matrices are given in Table-2.1.

As for anharmonic chains, G0
00 = 0 which implies that the self-coupling term is absent

for the heat mode. Also G�

��
(� = ±1) are non-zero which in the context of NFH is the
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Table 2.2: G matrices (� = 10, h = 0, ⌫ = 0)

G matrix MD simulation NFH

G�

2

4
6.655E-6 �0.4494 1.520E-4
�0.4494 �3.415E-5 1.080E-8
1.768E-4 �6.453E-5 �1.358E-5

3

5

2

4
0 �0.4488 0

�0.4488 0 0
0 0 0

3

5

G0

2

4
�0.4494 3.275E-20 �3.227E-5
�3.415E-5 0. 2.480E-5
�3.226E-5 6.551E-20 0.4494

3

5

2

4
�0.4488 0 0

0 0 0
0 0 0.4488

3

5

G+

2

4
1.768E-4 �6.453E-5 �1.355E-5
1.457E-8 2.480E-5 0.4494
2.055E-5 0.4494 �5.058E-4

3

5

2

4
0 0 0
0 0 0.4488
0 0.4488 0

3

5

speed of
sound c

0.931 (maxima of the sound peaks)
0.930 (normal mode transformation)

0.92837

crucial property for the KPZ scaling of sound modes and Levy-5/3 scaling of heat mode:

C��(x, t) ⇠
1

(�st)2/3
fKPZ


x� c�t

(�st)2/3

�
, (2.39)

C00(x, t) ⇠
1

(�ht)3/5
f 5/3
Levy


x

(�ht)3/5

�
, (2.40)

where f↵

Levy(x) = InverseFourier
⇥
e�|k|↵⇤ ⇠ 1

⇡

1

|x|↵+1
and the universal fKPZ function is

tabulated in [36].

From the results of our simulations, shown in Fig. (2.8), we find that the sound mode

is better described by a KPZ-type scaling while the heat mode appears to be closer to

di↵usive than the expected Levy-5/3. The sound speed from the simulations is c ⇡ 0.865

which is close to the theoretical estimate c = 0.85217.

2.4.3 Case-II (⌫ = 0, h = 0)

In this regime, the r- interaction potential is symmetric under reflection. This leads to

a distinct universality class. On the basis of NFH the sound modes are expected to be

di↵usive and the heat mode to be Levy-3/2. We have chosen the following parameters:

� = 0.5, � = 10.0, N = 8192. Phase Slip events are absent in this regime. The z-

component of the spin, energy, and individual spin length are conserved up to 10�12
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and 10�5 and 10�10 respectively. In Fig. (2.9), the correlations C↵�(x, t) are plotted at

di↵erent times. In Figs. (2.10), we plot the sound and heat modes obtained after normal

mode transformations and with di↵erent scalings. The G-matrices are given in Table-2.2.

We have G0
00 = 0 here as well. Unlike the previous case G�

��
(� = ±1) are zero which

gives rise to di↵usive sound mode and Levy-3/2 heat mode in NFH:

C��(x, t) ⇠
1

(�st)1/2
exp


(x� c�t)2

�st

�
, (2.41)

C00(x, t) ⇠
1

(�ht)2/3
f 3/2
Levy


x

(�ht)2/3

�
, (2.42)

As mentioned earlier the expectation from theory is that the sound modes are di↵usive

while the heat mode is Levy-3/2. However, as can be seen from our simulations, i.e.

Fig. (2.10), these scalings are not seen conclusively. The sound speed from the simulations

is c ⇡ 0.931 which agrees well with the theoretical estimate c = 0.92837.

2.5 Discrete time LLL dynamics

In this section we discuss a discrete version of the lattice Landau-Lifshitz equations, using

an integration algorithm that explicitly preserves the total angular momentum and the

total energy of the system to machine precision independent of the time step used in

the numerical integration, while allowing a bounded error in the fixed-length constraint

on each classical spin (in the anisotropic case with � 6= 1, it is of course only the z

component of the angular momentum which is thus conserved). As will be apparent

from the description below, the smallness of the violation of the fixed-length constraint

for each spin is controlled by the size of the time-step used in the numerical integration.

Additionally, this error does not grow with the total time over which the system is evolved.

Since all our general arguments and theoretical analysis rely heavily on the existence of a

conserved energy and angular momentum density, and the fixed-length constraint on each

individual classical spin does not play a similar central role in the theoretical analysis,

our procedure allows us to use relatively large time-steps while preserving the universality

class of the dynamics to machine precision.

Our procedure may be viewed as a modification of the so-called “odd-even dynamics”

that has been employed previously in the literature [26]. In the odd-even decomposition,

one splits the time-evolution into two steps, one of which sets in motion all the odd spins,

allowing them to precess in the exchange field supplied by the (temporarily) static even

spins, while the other step reverses the role of even and odd spins to evolve the even

spins. Below we refer to these individual steps as odd and even precessions.

Our modification is suggested by a particular approximation (the Cayley approxima-

tion) to the evolution operators that implement these even or odd precessions over a small
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Figure 2.11: Results from discrete dynamics with dt = 1.0: Plot of Css(x, t) and Cee(x, t)
for parameters � = 8.0, h = 0.3, N = 8192 at five di↵erent times. Note that there is a
spurious peak, constant in time, which is an artifact of the discrete dynamics and goes
away in the limit dt ! 0, however this does not a↵ect the properties of the relevant
remaining part of the correlation functions.
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Figure 2.12: Results from discrete dynamics with dt = 1.0: Plot of C++(x, t), obtained
after normal mode transformation, with KPZ and di↵usive scaling respectively, for pa-
rameters � = 8.0, h = 0.3, N = 8192, at five di↵erent times. Sound estimate from theory
is c = 0.809.

time � in a way that preserves the orthogonal nature of the evolution operator. Consider

Eqn. (2.2) with j odd and all Bj held fixed (by keeping all even spins fixed). With all Bj

fixed, the right hand side is a Bj dependent rotation of all the odd spins. Let us denote

the corresponding linear operator by Ro(Be) (where o stands for odd and the subscript

e on B reminds us that B depends on the current configuration of all even spins, held

fixed for the duration of this step). Here Ro and Re are antisymmetric matrices that

serve as the generators of the corresponding rotations. The odd spins after a time � can

be obtained by applying the operator exp(�Ro) to the initial configuration of odd spins.

We begin with the Cayley approximation to individual precessions,

exp(�Ro) ⇡ (1� �

2
Ro)

�1(1 +
�

2
Ro), (2.43)
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Figure 2.13: Results from discrete dynamics with dt = 1.0: Plot of C00(x, t), obtained
after normal mode transformation, with Levy-5/3 and di↵usive scaling respectively for
parameters � = 8.0, h = 0.3, N = 8192, at five di↵erent times.
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Figure 2.14: Results from discrete dynamics with dt = 1.0: Plot of Css(x, t) and Cee(x, t)
for parameters � = 8.0, h = 0.0, N = 8192 at five di↵erent times.

and similarly for Re. With this in hand, we define the operator

O1 =


1 +

�

2
Re(Bo)

� 
1� �

2
Ro(Be)

��1

. (2.44)

Here, we have explicitly displayed the dependence of Ro (Re) on Be (Bo) in the configu-

ration on which the operator acts. Let us schematically denote the configuration of odd

spins after the action of the first term by S1/2
o . The second term is a first order approx-

imation to the precession of even spins in the exchange field provided by S1/2
o , starting

with the initial configuration of even spins, denoted schematically by S0
e
. Now, the first

term amounts to precessing odd spins backwards in time (again using the same first order

approximation), using the exchange field provided by the configuration S0
e
, but starting

with the configuration S1/2
o in order to end up finally with the initial configuration S0

o
of

the odd spins.

As a result, it is easy to see that O1 explicitly preserves both the total angular mo-

mentum (only the z component of the angular momentum if � 6= 1) and the total energy
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Figure 2.15: Results from discrete dynamics with dt = 1.0: Plot of C++(x, t), obtained
after normal mode transformation, with KPZ and di↵usive scaling respectively, for pa-
rameters � = 8.0, h = 0.0, N = 8192, at five di↵erent times. Sound estimate from theory
is c = 0.906.

of the system, independently of the value of �. However, O1 is not orthogonal. O2 defined

as

O2 =


1 +

�

2
Ro(Be)

� 
1� �

2
Re(Bo)

��1

(2.45)

has the same properties.

Next we note that the product O2O1 provides a second order accurate (in �) approx-

imation to the actual spin dynamics. This approximation preserves the total angular

momentum and total energy independently of �, while preserving the fixed-length con-

straint on each spin only to second order. Additionally, our numerical tests reveal that

the violation of the fixed length constraint does not grow with total time of integration

if each time step is implemented by the operator O2O1, even for relatively large values of

�.

Therefore, we integrate the lattice Landau Lifshitz equations using O2O1 to evolve

the system over one time step. As noted earlier, this can be viewed as a modification of

the standard odd-even dynamics used earlier.

We display our results from discrete time dynamics with dt = 1.

2.5.1 Case-III (� = 8.0, h = 0.3, N = 8192)

In Fig. (2.11), we show plots for evolution of the correlations Css(x, t) and Cee(x, t), while

in Figs. (2.12,2.13) we plot the sound mode and heat modes after appropriate translation

and with di↵erent scalings. As with the continuous time dynamics, in Fig. (2.8), we find

again that the sound mode is better described by a KPZ-type scaling while the heat mode

appears to be closer to di↵usive than the expected Levy-5/3. The sound speed from the

simulations is c ⇡ 0.816 which is close to the theoretical estimate c = 0.809.
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Figure 2.16: Results from discrete dynamics with dt = 1.0: Plot of C00(x, t), obtained
after normal mode transformation, with Levy-3/2 and di↵usive scaling respectively for
parameters � = 8.0, h = 0.0, N = 8192, at five di↵erent times.

2.5.2 Case-IV (� = 8.0, h = 0.0, N = 8192)

In Fig. (2.14), we show plots for evolution of the correlations Css(x, t) and Cee(x, t),

while in Figs. (2.15,2.16) we plot the sound mode and heat modes after appropriate

translation and with di↵erent scalings. In this case the expectation from theory is that

the sound modes are di↵usive while the heat mode is Levy-3/2. However, as can be seen

in Figs. (2.15,2.16), these scalings are not seen conclusively in the simulations. The sound

speed from the simulations is c ⇡ 0.831. Note that, in contrast to the continuous time

model, we do not have a simple construction of the stationary equilibrium state. Hence

even for the sound speed we do not have a reliable prediction.

2.6 Summary

In this work we have mainly studied the classical XXZ or LLL model and an integrable

counterpart of it in easy-plane regimes. We are mostly concerned with the basic conserved

quantities — energy and magnetization in both models (integrable and non-integrable)

at di↵erent regimes of model parameters and external parameters like temperature and

magnetic field. For the LLL model, being non-integrable, these two are the only known

conserved quantities but at low temperature a third almost conserved quantity emerges,

producing sound modes. We have put this into the framework of NFH to get some

predictions about the dynamical scaling. We have shown that the non-integrable XXZ

chain in the easy-plane regime displays di↵usive behaviour at high temperatures, and

sound modes with KPZ broadening at low temperatures. The integrable spin chain

however demonstrates ballistic behaviour in the easy plane regime. We also find that at

high temperature the easy-axis nonintegrable case gives us perfectly di↵usive behavior.

Our various results are summarized in Table 3.1. For the heat mode, while NFH predicts

anomalous Levy broadening, we have not been able to clearly observe this yet in the
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simulations. It is possible that one requires larger system sizes and longer times to observe

this and further studies are necessary. Similar problems related to non-observation of the

expected asymptotic behaviour, due to possible finite size or finite time e↵ects, have been

reported in other recent transport studies[27–31], and understanding their origins is an

open problem.

Table 2.3: Summary of the transport properties observed in this work.

Model and the parameter regime Observation

(Non-integrable LLL chain)

Easy plane at high T Di↵usive spin and energy peaks, no sound modes

Easy plane at low T and h = 0 Di↵usive sound modes⇤ and Levy-3/2 heat mode⇤

Easy plane at low T and small h KPZ sound modes and Levy-5/3 heat mode⇤

Easy axis at high T Di↵usive spin and energy peaks, no sound modes

(Integrable LLL chain)

Easy plane at high T Ballistic spin and energy peaks

* Our results for these cases are not entirely conclusive.
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Appendices

2.A Coupling coe�cients for nonlinear fluctuating

hydrodynamics

Given the magic identity (2.34), one can follow [15] to obtain the couplings of the

quadratic nonlinearities of NFH. Our simulations are for ⌫ = 0. Restricting to this

case, the averages below, denoted by h·i, h·; ·i, h·; ·i, refer to fixed h, � at ⌫ = 0. One

obtains

G0 =
cs
2�

he0 � h s0; e0 � h s0i�1/2

0

B@
�1 0 0

0 0 0

0 0 1

1

CA (2.46)

and

G+ =
cs
2�

he0 � h s0; e0 � h s0i�1/2

2

64⌥

0

B@
�1 0 1

0 0 0

1 0 3

1

CA+

0

B@
0 0 0

0 0 1

0 1 0

1

CA

3

75 , G� = �(G+)T.

(2.47)

Here cs denotes the speed of sound determined through

cs =
1

�
(�hr0; r0i)�1/2 he0 � h s0; e0 � h s0i1/2, (2.48)

where � = hs0; s0ihe0; e0i � hs0; e0i2 and we have introduced the shorthand notation

hf0; g0i =
NX

j=1

hfj; g0i (2.49)

with hf ; gi = hfgi � hfihgi denoting the second cumulant. Also T denotes the transpose

relative to the anti-diagonal and

⌥ = �hs0; e0 � h s0i(2�)�1/2. (2.50)

The thermodynamic averages and cumulants can be obtained as appropriate deriva-
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tives of the free energy F (h, ⌫, �) defined in (2.31) with ⌫-derivative at ⌫ = 0,

hhr0; r0ii = ���1 @2
⌫
F, hhs0; s0ii = ���1 @2

h
F,

hhe0 � h s0; e0 � h s0ii = �@2
�
(�F ), hhs0; e0 � h s0ii = @�@hF . (2.51)

As second order Taylor coe�cients, the G-matrices are symmetric.

The free energy has to be numerically evaluated. An e�cient method is to use transfer

operator techniques [15]. Inserting our simulation parameters yields (rounded to 4 digits):

� = 0.5, � = 10, h = 0.3 , speed of sound cs = 0.85217,

G+ =

0

B@
0.01179 0 �0.01179

0 0 0.4079

�0.01179 0.4079 �0.03536

1

CA , G0 =

0

B@
�0.4079 0 0

0 0 0

0 0 0.4079

1

CA . (2.52)

� = 0.5, � = 10, h = 0 , speed of sound cs = 0.92837,

G+ =

0

B@
0 0 0

0 0 0.4488

0 0.4488 0

1

CA , G0 =

0

B@
�0.4488 0 0

0 0 0

0 0 0.4488

1

CA . (2.53)

In Table-2.1 and 2.2 these results are compared with data coming from molecular dy-

namics.
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2.B Low temperature approximation

It is instructive to work out the prefactors of G-matrices (2.46), (2.47) in the harmonic

approximation. In principle, also the next order correction could be computed, compare

with [15]. We start from the hamiltonian

H =
N/2�1X

j=�N/2

h
�
q

1� s2
j

q
1� s2

j+1 cos(rj)��sjsj+1 � hsj
i

(2.54)

with sj 2 [�1, 1], phase di↵erence rj = �j+1 � �j, and external field h.

The minimum of H is assumed for rj = 0 and sj = h

2(1��) for all j. We expand H

in a Taylor series around this minimum and set tj = sj � h

2(1��) . Neglecting boundary

terms one obtains

H = Neg +H0 + V + . . . (2.55)

with the ground state energy eg = �1� h
2

4(1��) , the quadratic contribution

H0 =
1

2

X

j

⇥
a t2

j
� 1

2b tj(tj�1 + tj+1) + c r2
j

⇤
, (2.56)

and the cubic correction

V =
h

4(1��)

X

j

h 1
c2
t2
j
(�tj�1 + 2tj � tj+1)� r2

j
(tj + tj+1)

i
. (2.57)

Here we introduced the shorthands

a =
2

c
, b = a� 2(1��), c = 1�

✓
h

2(1��)

◆2

. (2.58)

We write H0 = 1
2hx,Axi with x = (t�N/2, . . . , tN/2�1, r�N/2, . . . , rN/2�1) 2 R2N and a

block-diagonal matrix A consisting of two blocks At and Ar = cIN , with tridiagonal

At =

0

BBBBBBB@

a � b

2

� b

2 a � b

2
. . . . . . . . .

� b

2 a � b

2

� b

2 a

1

CCCCCCCA

. (2.59)

The partition function of the quadratic part plus Neg is defined as

Z(N)
0 (h, �) = e��Neg

Z

([�1,1]⇥[�⇡,⇡])N
e��H0

Y

j

dsjdrj. (2.60)
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For large �, the integration domain of sj and rj can be approximately extended to R,
which yields

Z

R2N

e��H0d2Nx =

Z

R2N

e�
1
2 hx,�Axid2Nx =

✓
det

�A

2⇡

◆�1/2

. (2.61)

The determinant of the tridiagonal matrix At is available in closed form [32], such that

detA = (detAt)(detAr) =

✓
bc

2

◆N sinh((N + 1)�)

sinh(�)
with cosh(�) =

a

b
. (2.62)

Inserting these relations results in the free energy

F (N)
0 (h, �) ⌘ � 1

�N
log

�
Z(N)

0 (h, �)
�
= eg+

1

�
log

⇣ �

2⇡

p
bc/2

⌘
+

1

2�N
log

⇣sinh((N + 1)�)

sinh(�)

⌘
.

(2.63)

In the thermodynamic limit N ! 1,

F0(h, �) = lim
N!1

F (N)
0 (h, �) = eg +

1

�
log

⇣ �

2⇡

p
bc/2

⌘
+

�

2�

= eg +
1

�


1

2
arccosh

⇣a
b

⌘
+ log(�

p
bc/2)� log(2⇡)

�
.

(2.64)

With this input we work out the free energy derivatives (2.51) to leading order in 1/�

and obtain

���1 @2
⌫
F =

1

�c
, ���1 @2

h
F = 0, �@2

�
(�F ) = 0,

@�(� F0(h, �)) = eg +
1

�
, @�@⌫F = 0, @�@hF = 0. (2.65)

Therefore the speed of sound is given by cs =
p
(a� b)c. For h = 0 and � = 0.5, we get

cs = 1. For the G matrices (at h = 0) we arrive at

G+ =
cs
2

0

B@
0 0 0

0 0 1

0 1 0

1

CA , G0 =
cs
2

0

B@
�1 0 0

0 0 0

0 0 1

1

CA . (2.66)

which for our values of parameter (� = 0.5) gives,

G+ =

0

B@
0 0 0

0 0 0.5

0 0.5 0

1

CA , G0 =

0

B@
�0.5 0 0

0 0 0

0 0 0.5

1

CA . (2.67)
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Chapter 3

Kardar-Parisi-Zhang Scaling for an

Integrable Lattice Landau-Lifshitz

Spin Chain

Key idaes: Recent studies report on anomalous spin transport for the integrable Heisen-

berg spin chain at its isotropic point. Anomalous scaling is also observed in the time-

evolution of non-equilibrium initial conditions, the decay of current-current correlations,

and non-equilibrium steady state averages. These studies indicate a space-time scaling

with x ⇠ t2/3 behavior at the isotropic point, in sharp contrast to the ballistic form x ⇠ t

generically expected for integrable systems. In our contribution we study the scaling

behavior for the integrable lattice Landau-Lifshitz spin chain. We report on equilibrium

spatio-temporal correlations and dynamics with step initial conditions. Remarkably, for

the case with zero mean magnetization, we find strong evidence that the scaling func-

tion is identical to the one obtained from the stationary stochastic Burgers equation,

alias Kardar-Parisi-Zhang equation. In addition, we present results for the easy-plane

and easy-axis regimes for which, respectively, ballistic and di↵usive spin transport is

observed, whereas the energy remains ballistic over the entire parameter regime.
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3.1 Introduction

Classical Hamiltonian systems are usually classified as non-integrable and integrable,

depending on whether they possess either a small or a macroscopically large number of

conserved fields. More precisely, a Hamiltonian system with N degrees of freedom is

called integrable if one can find N independent constants of motion – otherwise, it is

referred to as non-integrable. In general, one would expect integrable and non-integrable

systems to have drastically di↵erent transport properties. Let us consider the example of a

translation invariant one-dimensional mechanical system with Q =
P

N

j=1 Qj a conserved

field satisfying a local conservation law of the form @Qj/@t = Jj � Jj+1, where Jj is

the corresponding local current. The corresponding dynamical equilibrium correlation

function is defined by

C(j, t) = hQj(t)Q0(0)iceq, (3.1)

where the average is over initial conditions chosen from the Gibbs equilibrium distri-

bution and the superscript denotes the connected part of the correlator, defined as

hQj(t)Q0(0)iceq := h(Qj(t) � hQ0ieq)(Q0(0) � hQ0ieq)ieq. Since Q is conserved, one ex-

pects a scaling form as

C(j, t) = �(�t)�↵f
�
(�t)�↵(j � ct)

�
. (3.2)

↵ > 0 is the scaling exponent, c a potential systematic shift (the “sound” velocity), � a

model dependent parameter, and f the scaling function normalized with total sum equal

to 1. Our particular form ensures that
P

j
C(j, t) = � independent of t, and � is the

static susceptibility. For integrable systems most commonly ↵ = 1 and c = 0, which is

the ballistic behavior. The scaling function depends on Q. On the other hand, in non-

integrable systems one often observes ↵ = 1
2 with a Gaussian scaling function. But also

anomalous scaling with ↵ = 2
3 has been discovered [1–8]. Such di↵erences between inte-

grable and non-integrable systems are also observed in other transport simulations, for

instance in the evolution of non-equilibrium initial conditions and in properties of bound-

ary driven non-equilibrium steady states (NESS). Through generalized hydrodynamics

much progress has been accomplished in the understanding of transport in integrable

systems [9–14].

A surprising exception to the generic behavior has been discovered for spin transport

in the integrable XXZ Heisenberg spin chain. The quantum XXZ spin 1
2 chain is Bethe

ansatz solvable for an arbitrary choice of the anisotropy parameter �. The spectrum

is gapless for |�|  1 and gapped otherwise. A number of studies find that, for zero

z-magnetization, spin transport in this system is di↵usive for � > 1, ballistic for � < 1

and anomalous at � = 1. First indications of this behavior came from the Drude weight

for spin transport [15–17]. Subsequent evidence was obtained in NESS studies at infinite
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temperatures [18, 19], in the form of equilibrium correlation functions [20], and in the

evolution of quenched initial conditions [21]. There has been some understanding of the

un-expected di↵usive and anomalous regimes of spin transport using the GHD framework

[11, 22].

The goal of our contribution is to find out whether a similar pattern persists in cor-

responding classical models. One natural choice would be the classical Heisenberg model

on the one-dimensional continuum, also known as the Landau-Lifshitz model, which is

integrable and has the same rotational symmetries as the XXZ chain [23–26]. However

numerical discretizations schemes might spoil integrability. Also the equilibrium states

live on non-smooth spin configurations. For these reasons it is better to keep the un-

derlying lattice, leading to the lattice Landau-Lifshitz (LLL) model, which in fact is

non-integrable. Recent work [8] has explored spin and energy correlations. They turn

out to be di↵usive at high temperatures, while anomalous features emerge at low tem-

peratures. Fortunately one can adjust the coupling function between nearest neighbors

on the lattice in such a way that the model is integrable and still has the usual rotational

symmetries [27–29] . We will refer to this model as the integrable lattice Landau-Lifshitz

(ILLL) system. The ILLL model has a parameter ⇢, which plays the role of the anisotropy

parameter � in the Heisenberg model, such that ⇢ > 0 corresponds to easy-plane and

⇢ < 0 corresponds to easy-axis, while ⇢ ! 0 is the isotropic case. At the isotropic point

all three components of the total magnetization are conserved. For zero average magne-

tization the corresponding current correlations were studied in [30]. Quite remarkably,

the current correlation shows an exponential decay for easy-axis (⇢ < 0) and hence a van-

ishing Drude weight and di↵usive transport. Saturation to a non-zero value is observed

for easy-plane (⇢ > 0), implying a finite Drude weight and ballistic transport. For the

isotropic model an anomalous decay of the form ⇠ t�↵ with ↵ ⇡ 0.65 is found. In our

contribution we investigate the scaling properties of equilibrium space-time correlations,

for both spin and energy transport, again for zero average magnetization. We confirm

the scaling exponents from previous studies for spin transport in di↵erent parameter

regimes. In addition, we determine the scaling functions: Gaussian for the case of di↵u-

sive transport in the easy-axis regime, while at the isotropic point, remarkably, we have

a convincing fit to the Kardar-Parisi-Zhang (KPZ) scaling form fKPZ [described later in

Equation. (3.13)] . The energy transport remains ballistic in all regimes.

Returning to the quantum XXZ chain, in [14, 31] the time evolution of the magneti-

zation profile with a tiny initial step is studied. As expected from linear response, it is

observed that for � > 1 the magnetization profile has di↵usive scaling ↵ = 1
2 , while, for

� = 1, the respective scaling function is anomalous with ↵ = 2
3 . In more recent work

[32], it was found that the scaling function is related to the stationary KPZ equation.

Such dynamical properties live on the ballistic hydrodynamic scale and are implicitly

based on the assumption of local equilibrium. A similar reasoning can be applied to

55



classical systems and generically one expects to have comparable dynamical properties.

Our study of the ILLL allows us to test more sharply whether such a conjecture holds.

Indeed, we observe a clear KPZ scaling in the correlation functions. However, when in-

vestigating whether the KPZ scaling also holds for the evolution of the step-profile our

data are too noisy for arriving at a definite conclusion. In a recent complementary study

[33, 34], the classical-quantum correspondence has been analyzed in the context of the

continuum Landau-Lifshitz model, which is integrable, and the quantum XXZ model at

zero temperature.

The chapter is organized as follows. In Sec. 4.2, we provide the details of the model,

discuss the quantities of interest, and give a brief analysis using linear response theory. We

also describe the numerical methods used. Sec. 3.3 focuses on analyzing the equilibrium

time correlations for all the three cases of the classical ILLL chain – isotropic, easy-plane,

and easy-axis regimes. In Sec. 3.4, we study the evolution of an initial step magnetization

profile and its scaling. We summarize our findings in Sec. 3.5 along with an outlook.

3.2 The classical chain

The classical ILLL [27–29] spin chain for N spins, ~Sj(j = 1, ..., N), |~Sj| = 1, is defined

by the following Hamiltonian

H =
NX

j=1

h(~Sj, ~Sj+1), (3.3)

where the nearest neighbor interactions are given by

h(~S, ~S 0) = � log
�� cos(�S(z)) cos(�S 0(z)) + (cot(�))2 sin(�S(z)) sin(�S 0(z))

+(sin(�))�2G(S(z))G(S 0(z))(S(x)S 0(x) + S(y)S 0(y))
��,

G(x) =
�
1� x2

��1
2
�
cos(2�x)� cos(2�)

� 1
2 . (3.4)

� is the model parameter which can be either real or purely imaginary. Without loss of

generality, we introduce the new parameter ⇢ = �2, ⇢ 2 R. The boundary conditions will

be taken to be either periodic or open, depending on the particular physical situation

studied. Easy-plane corresponds to ⇢ > 0, easy-axis to ⇢ < 0, while in the limit ⇢ ! 0

one obtains the isotropic interaction,

h
⇣
~S, ~S 0

⌘
= � log

⇣
1 + ~S · ~S 0

⌘
. (3.5)

Note that the “�” sign in front of h corresponds to the ferromagnetic interaction, whereas

the positive sign will correspond to an anti-ferromagnetic interaction. In the present

work we focus on the ferromagnetic Hamiltonian. For the anti-ferromagnetic case, the
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potential is not bounded from below and hence there would be equilibration problems

at low temperatures. To see this, we note that for the general case with h(~S, ~S 0) =

�J log
�
1+ ~S · ~S 0

�
, with J > 0 (J < 0) corresponding to ferromagnetic (antiferromagnetic)

interactions, the equilibrium state is given by,

Y

j

�
1 + ~Sj · ~Sj+1

��J
. (3.6)

For J < 0 this Boltzmann weight becomes unbounded as two neighboring spins point

oppositely and can no longer be normalized once �J  �1. Close to that value typically

the chain will have long anti-ferromagnetic domains, which slow down the evolution. A

trace of this feature is still present at � = 0. Thus we find for � = 0 and J = 1 that

after 106 averages the data are still too noisy to pin down the tail behavior. More precise

numerical data are achieved for � = 1, and we use this value for all the simulations

presented in this chapter.

The dynamics of spins is governed by Hamilton’s equations of motion,

d

dt
~Sj = {~Sj, H} = ~Sj ⇥ ~Bj, ~Bj = �r~Sj

H. (3.7)

We study transport in this model, through both equilibrium and nonequilibrium proper-

ties.

(i) In the equilibrium simulations we use periodic boundary conditions and compute spin

and energy space-time correlators defined by

Css(j, t) = hS(z)
j

(t)S(z)
0 (0)iceq,

Cee(j, t) = hej(t)e0(t)iceq (3.8)

where ej = h(~Sj, ~Sj+1) and the truncated average h. . . iceq is taken with respect to the

equilibrium distribution e��H/Z.

(ii) In the nonequilibrium simulations, we consider an open XXX chain initially prepared

with a uniform temperature and a step in the magnetization. More precisely, the initial

state is Z�1 exp
⇥
� �

�
H �

P
j
h(z)
j
S(z)
j

�⇤
, where h(z)

j
= �h0 for j  0 and h(z)

j
= h0 for

j > 0. Of interest is the average magnetization s(j, t) = hS(z)
j

(t)ih0 at time t, where the

dynamics is according to H and the index recalls the dependence of the initial state on

h0. If the step is small, this average can be expanded in h0. The zeroth order vanishes

and, using that Css(j, t) = Css(�j, t), to first order one arrives at

s(j, t) = �
X

i

h(z)
i
Css(j � i, t)
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= �h0

✓
C(0, t) + 2

jX

i=1

Css(i, t)

◆
(3.9)

for j � 1 with s(�j+1, t) = �s(j, t). As a consequence, if Css(j, t) scales as in (3.2) with

c = 0, then s(j, t) inherits the corresponding scaling. In the continuum form one arrives

at

s(x, t) = 2�h0�

Z
x/(�t)↵

0

dx0f(x0) (3.10)

for x � 0. The derivative of the scaling function of s yields the scaling function for C.

For example, if Css has Gaussian scaling, then s(x, t) would scale with the error function.

Note that the scaling exponent remains unchanged.

3.2.1 KPZ equation and scaling functions

KPZ equation describes the surface growth under a random ballistic deposition. The

height function h(x, t) is governed by the Langevin equation,

@th = 1
2�(@xh)

2 + ⌫@2
x
h+

p
D⌘, (3.11)

where ⌘ is normalized space-time white noise. The slope u(x, t) = @xh(x, t) is governed

by the stochastic Burgers equation

@tu+ @x
�
� 1

2�u
2 � ⌫@xu�

p
D⌘

�
= 0. (3.12)

In the stationary state the mean of u can be chosen to vanish and x 7! u(x, 0) is spatial

white noise of strength � = D/2⌫. As shown in [36] the two-point function of the

stationary stochastic Burgers equation is given by

hu(0, 0)u(x, t)i ⇠ �(�t)�2/3fKPZ

�
(�t)�2/3x

�
. (3.13)

� determines the non-universal time scale, which in the case of the Burgers equation

turns out to be � =
p
2�. The scaling function fKPZ(x) is positive, symmetric relative

to the origin, and normalized to 1. It looks like a Gaussian in bulk but has tails which

decay as exp(�0.295|x|3), hence faster than a Gaussian.

3.2.2 Simulation details

We integrate the evolution equation (3.7) using the adaptive Runge-Kutta method [35].

In some some regions in configuration space, the logarithmic interaction potential is very

steep, and because of this the fixed step-size Runge-Kutta method turned out to be
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Figure 3.1: (Isotropic regime) (a) Plot of the spin-spin correlation Css(x, t). And the same
after a t2/3 scaling with a fit to (b) Gaussian and (c) the KPZ scaling functions. In (d)
we show the two fits compared to the data in logarithmic y�scale. This plot reveals that
the KPZ scaling function o↵ers a much better fit to the data. Parameter values: system
size = 2048, averaging over ⇠ 106 initial conditions and inverse temperature � = 1.

insu�cient, especially at large times. One challenge is to keep the energy and the lengths

of individual spins conserved during the numerical integration. Both these quantities

dissipate quite a bit with time due to the accumulation of numerical errors. We give the

input tolerance in the adaptive algorithm such that at the final time total energy remains

conserved up to four decimal places and individual lengths of spins up to five decimal

places. Total magnetization remains conserved well, up to 13 decimal places.

We use Metropolis Monte Carlo sampling to generate the canonical ensemble. Starting

from an ordered initial configuration, we allow 5000 Monte Carlo swipes to make sure that

the system has reached thermal equilibrium at the desired temperature. Once equilibrium

has reached, we drop 500 swipes every time we generate a new thermal configuration to

use as the initial condition for the time evolution. Thereby one ensures that the initial

conditions used in the time evolution are su�ciently uncorrelated among themselves.

All averages are taken over these initial conditions. The step initial profile is generated

by equilibrating the system using a step magnetic field of the appropriate size at given

temperature. In our study we chose the value of � = 1. At higher temperatures, the
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Figure 3.2: (Isotropic regime) Plot of the energy-energy correlation Cee(x, t) and the
ballistic scaling of it. Parameter values: system size = 2048, final time = 320, averaging
over ⇠ 106 initial conditions and inverse temperature � = 1.

average energy per site increases and the spins access the steeper parts of the inverted log

potential [see (3.4)] and as a result the simulation using the adaptive step size algorithm

becomes very slow [see discussion around Eq. (3.6)]. For the choice � = 1, the simulation

e�ciency is reasonable and it is expected that our main results should be valid at other

temperatures.

3.3 Simulation results for equilibrium dynamical cor-

relations

3.3.1 Isotropic regime

This corresponds to the choice ⇢ ! 0 in (3.4), which leads to the simpler form of the

Hamiltonian (3.5). In this regime, spins have no directional bias and lie uniformly on

the unit sphere. At infinite temperature these directions don’t have any correlation but

at finite and low temperatures the correlation grows. In Fig. 3.1(a) we plot the spin-

spin correlation function Css(x, t) for � = 1. We see a very good x ⇠ t2/3 scaling of

the data. In Fig. 3.1(b) we compare the scaled data with a Gaussian distribution, while

in Fig. 3.1(c) we compare the same data with the KPZ distribution. We first compute

the sum
P

j
Css(j, t), which is independent of time and gives an estimate of the area

under the fit curve. This is essentially the value of � in (3.2). Then we find the best

fit parameter � using the NonlinearModelFit function of Mathematica. In particular, we

found that � = 0.526698 and � = 1.93609 for fKPZ and 1.21582 for fGaussian. Although

the distinction is not so significant on this scale, we see that a much better fit is obtained

with the KPZ distribution. The distinction becomes very prominent in the log plot shown

in Fig. 3.1(d). This is because the KPZ scaling function di↵ers from a Gaussian only in
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Figure 3.3: (Easy plane regime) Plot of the spin-spin correlation Css(x, t) and energy-
energy correlation Cee(x, t) in easy-plane regime and corresponding ballistic scalings.
Parameter values: system size =2048, averaging over ⇠ 4 ⇥ 104 initial conditions and
inverse temperature � = 1.

the tails. Although spin transport is superdi↵usive in this regime of the Hamiltonian,

energy transport is ballistic. Energy correlations are plotted in Fig. 3.2 which show a

clear ballistic scaling.

Note that, in many cases, the di↵usive or superdi↵usive modes come coupled with

the ballistic modes and to see them one needs to subtract the ballistic contributions,

which is a di�cult task in general [10]. In our case it turns out that for spin transport

at the isotropic point the ballistic contribution does not exist and we directly see the

superdi↵usive mode.

3.3.2 Easy-plane regime

This corresponds to the choice ⇢ > 0 in Eq. (3.4). Spins tend to lie near the x� y plane

at finite temperatures. We use the value ⇢ = 1. As shown in Fig. (3.3), both spin and

energy show ballistic scaling in this regime. We however observe that spin transport is

slower than the energy transport. In other words, in Fig. 3.3 the line shapes for spin and

energy transport are distinctly di↵erent.
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Figure 3.4: (Easy axis regime) Spin-spin correlation Css(x, t) and energy-energy correla-
tion Cee(x, t) in easy-axis regime. In (b) we show the di↵usive scaling of spin correlations
while in (d) we see the ballistic scaling of energy correlations. Parameter values: system
size = 2048, averaging over ⇠ 4⇥ 104 initial conditions and inverse temperature � = 1.

3.3.3 Easy-axis regime

This corresponds to the choice ⇢ < 0 in Eq. (3.4), i.e. � becomes purely imaginary and

the trigonometric functions become hyperbolic functions in the Hamiltonian. For our

purpose, we use the value ⇢ = �1. In this regime, spins have the tendency to lie near the

z-axis at finite temperatures. As shown in Fig. 3.4, we now observe that spin correlations

spread di↵usively while energy correlations spread ballistically. In this particular regime

we have di↵usive transport of spin. In Table. 3.1, we summarize the transport properties

in the ILLL chain.

3.4 Magnetization profile for step initial condition

We consider now a chain of N = 512 spins and prepare it at the inverse temperature � = 1

using a step magnetic field as described in Sec. 4.2 with h0 = 0.01. We average over 8⇥105

such initial conditions. The resulting step height in the magnetization is ±0.00665. These
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Figure 3.5: (Isotropic regime) (a) Magnetization profile at di↵erent times starting from
a step initial condition. (b) Collapse of the data under a t2/3 scaling. The dashed line
corresponds to the integrated KPZ scaling function (3.10). Inset shows the fit with inte-
grated Gaussian, namely the Error function. Although the 2/3 scaling is prominent, we
cannot distinguish the (integrated) Gaussian and KPZ here. Parameter values: System
size = 512, inverse temperature � = 1 and averaging over ⇠ 8⇥ 105 initial conditions.

step initial conditions are evolved according to the isotropic Hamiltonian (3.5) and we

monitor the average magnetization profile s(x, t) at later times. Magnetization profiles at

di↵erent times are shown in Fig. 3.5(a), while Fig. 3.5(b) shows the 2/3 scaling of s(x, t).

This is expected from (3.10) and our previous finding of 2/3 scaling of CSS(x, t) in the

isotropic regime. Although s(x, t) correctly reproduces the scaling exponent, the data is

noisy and not accurate enough for us to rule out a fit to an error function (integral of

a Gaussian). In Fig. 3.5(b) we show the fit with integral of fKPZ and, in the inset, we

show the fit with the error function. Much more averaging over the initial conditions

is required to arrive at smoother data shown here. Here we are essentially dealing with

(3.10). This equation is supposed to be exact in the linear response limit h0 ! 0, and

so one should recover the same values of �’s and � obtained from Css data by analyzing

the step profile. However, in our simulations we have kept h0 = 0.01 and as a result we

observe slight deviations in the � and � values. Here we see � = 0.665 and � = 1.74603

for both KPZ and Gaussian functions.

3.5 Summary

From the study of several integrable many-body systems, there seems to be a consensus

that their large scale behavior has many common features. In particular, since based

on hydrodynamic type arguments, quantum models should not di↵er from their classical

version. We presented the numerical study of the classical integrable ILLL spin chain

and compared with previous studies of the quantum XXZ Heisenberg model. Our find-

ings are summarized in Table-3.1 and support the view that on hydrodynamic scales
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Table 3.1: Summary of transport properties in the ILLL model for zero z-magnetization

Regime Spin transport Energy transport

Easy plane (⇢ > 0) Ballistic Ballistic

Isotropic (⇢ ! 0)
Super-di↵usive

scaling exponent: 2/3
scaling function: KPZ

Ballistic

Easy axis (⇢ < 0)
Di↵usive

scaling function: Gaussian
Ballistic

Note: Di↵usive transport implies scaling exponent = 1/2 and ballistic transport implies
scaling exponent = 1.

classical and quantum cannot be distinguished. At the isotropic point with zero average

magnetization, we find that the quantities involving spin show superdi↵usive behavior

with scaling exponent 2/3 and the scaling function is KPZ. In the easy-plane regime, we

find that the spin transport is ballistic, while in the easy-axis regime it is di↵usive. The

energy correlations are shown to exhibit ballistic scaling in all parameter regimes. To

probe the KPZ behavior further we also studied the evolution of an initial magnetization

step. Again, we find the t2/3 scaling but, from these data, we are not able to conclusively

di↵erentiate between KPZ and Gaussian scaling.

While the numerical evidence is pointing in the expected direction, strong theoretical

arguments are still missing.Of course, a first inclination is to compare the corresponding

GHD, which is available for the quantum XXZ model but currently not for its classical

version. In addition, KPZ scaling requires a particular nonlinearity and noise, which is

beyond conventional GHD.
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Chapter 4

Quantum Brownian Motion: Drude

and Ohmic Baths as Continuum

Limits of the Rubin Model

Key ideas: The motion of a free quantum particle in a thermal environment is usually

described by the quantum Langevin equation, where the e↵ect of the bath is encoded

through a dissipative and a noise term, related to each other via the fluctuation dissipation

theorem. The quantum Langevin equation can be derived starting from a microscopic

model of the thermal bath as an infinite collection of harmonic oscillators prepared in an

initial equilibrium state. The spectral properties of the bath oscillators and their coupling

to the particle determine the specific form of the dissipation and noise. Here we investigate

in detail the well-known Rubin bath model, which consists of a one-dimensional harmonic

chain with the boundary bath particle coupled to the Brownian particle. We show how in

the limit of infinite bath bandwidth, we get the Drude model and a second limit of infinite

system-bath coupling gives the Ohmic model. A detailed analysis of relevant correlation

functions, such as the mean squared displacement, velocity auto-correlation functions,

and the response function are presented, with the aim of understanding of the various

temporal regimes. In particular, we discuss the quantum to classical crossover time scales

where the mean square displacement changes from a⇠ ln t to a ⇠ t dependence. We relate

our study to recent work using linear response theory to understand quantum Brownian

motion.
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4.1 Introduction

A good e↵ective description for the motion of a classical Brownian particle in a thermal

environment at temperature T is given by the Langevin equation[1]. Considering motion

in one dimension this is given by

Mv̇ = ��v + ⌘(t) , (4.1)

where v = ẋ is the velocity of the particle, x its position, � the dissipation constant and

⌘(t) is a Gaussian noise term with mean zero and correlations given by the fluctuation-

dissipation relation h⌘(t)⌘(t0)i = 2�kBT �(t�t0). Some of the most important properties of

this e↵ective dynamics are that the particle reaches thermal equilibrium with its velocity

given by the Maxwell distribution with hvi = 0 and hv2i = kBT/M . On the other

hand, the mean square displacement (MSD) shows di↵usive growth at long times, �(t) =

h[x(t)� x(0)]2i = 2Dt (for t ! 1), with a di↵usion constant D = kBT/�.

The quantum version of this equation was first written by Ford, Kac and Mazur [2].

Unlike the classical case, where the Langevin equation can be established using a purely

phenomenological approach (see [3]), the quantum case requires a microscopic modeling

of the heat bath. The standard model for a heat bath is to treat it as an infinite collection

of oscillators which is coupled to the system of interest, namely the Brownian particle.

Eliminating the bath degrees, it can be shown that the e↵ective dynamics of the particle

is described by a quantum generalized Langevin equation, where the dissipation term has

memory. A special choice of bath leads to the so-called Ohmic form [4] of Eq. (4.1), with

the noise correlations changed to the form

h⌘(t)⌘(t0)i = �

⇡

Z 1

0

d!~![2f(!, T ) + 1] cos!(t� t0) , (4.2)

where f(!, T ) = [e�~! � 1]�1 is the phonon distribution function. In particular we notice

that in the quantum case, the noise is always correlated and there is no Markovian limit.

Interestingly, even at zero temperature there is noise arising from quantum fluctuations

and it has been shown that this leads to a logarithmic growth of the MSD with time,

�t ⇠ (~/�) ln(t�/M)[5, 6]. A pecularity of the quantum system is that the kinetic

energy of the particle diverges [7]. This divergence arises due to the contribution of high

frequency modes to the zero-point energy and can be avoided by considering a finite

bandwidth bath which leads to a damping term with memory. Since the original work of

[2], quantum Brownian motion has been investigated using multiple approaches including

quantum Langevin equations [8], path integral methods [9, 10], equilibrium dynamical

correlations[11] and linear response theory[11]. Other relevant references are [12–26].

In the present work, we discuss one of the simplest models of a quantum heat bath,
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the so-called Rubin bath [14]. In general it corresponds to a bath with a dissipation kernel

with long time memory, decaying as a power-law. However we point out that as special

limits it leads to the Ohmic bath (dissipation kernel is a delta function in time) and the

Drude bath (dissipation kernel is exponentially decaying in time) [4]. A di↵erent limiting

procedure to obtain the Ohmic bath has been discussed in [27]. For the three bath

models we discuss in detail the form of the MSD, as well as the velocity auto-correlation

function and the response function. We try to understand interesting physical aspects

and highlight some of the qualitative di↵erences. In recent years an approach based

on linear response and fluctuation-dissipation theorem [28, 29] has been used to study

Brownian motion at zero temperature. We point out here that this approach is exact for

the case of the Rubin model of bath.

This chapter is organized as follows. In Sec. (4.2) we introduce the Hamiltonian

and derive the generalized Langevin equation for the system by integrating out the bath

degrees of freedom. In Sec. (4.3) we compute relevant correlation functions - mean square

displacements, velocity auto-correlation functions and the response functions. In the

same section we take a continuum limit of the model and show that the conventional

and simpler models of bath, Drude and Ohmic, emerge. We end the chapter with a few

concluding remarks.

4.2 Hamiltonian and derivation of the generalised

Langevin equation

Figure 4.1: Setup of the problem.

Our set-up consisting of a single particle coupled to the Rubin bath is schematically

shown in Fig. (4.1). We consider a particle of mass M with position and momentum

operators specified by x and p respectively, while the bath consists of N particles of

mass m and position and momentum operators given by {xj, pj}, j = 1, 2, . . . N that are

coupled by harmonic springs of sti↵ness k. The Hamiltonian of the coupled system and

bath is given by

H =
p2

2M
+

k0

2
(x� x1)

2 +
NX

n=1

p2
n

2m
+

k

2

NX

n=1

(xn � xn+1))
2, (4.3)

where we consider the right boundary to be fixed xN+1 = 0. Even though our test

particle (x, p) is tied to the bath, we will see that in the limit N ! 1, the e↵ective
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motion corresponds to that of a free particle. For our analysis, it is convenient to write

the above Hamiltonian in the following form:

H = HS +HB +HSB , (4.4)

where HS =
p2

2M
+

k0

2
x2 , HSB = �k0xx1 ,

HB =
NX

n=1

p2
n

2m
+

k0

2
x2
1 +

k

2

N�1X

n=1

(xn � xn+1))
2 +

k

2
x2
N+1 .

The bath Hamiltonian can be written in the compact form HB = pTm�1p/2 + xT�x/2,

where x = (x1, x2, . . . , xN) and p = (p1, p2, . . . , pN) and � is the force matrix. Let us

consider a linear transformation X = m1/2Ux and P = m1/2Up where U is an orthogonal

transformation which diagonalizes the force matrix, i.e, U�UT = m⌦2, where ⌦2 is

the diagonal matrix with elements given by the normal mode frequencies of the bath

⌦2 = {⌦2
s
}, with s = 1, 2, . . . , N . Note that the column vector formed by the matrix

elements Usi gives the normal mode eigenfunction corresponding to the eigenvalue ⌦2
s
.

Using the normal mode coordinates Xs and momenta Ps the system-bath coupling and

the bath Hamiltonian can be written as

HSB = �k0xx1 = �k0
NX

s=1

CsxXs, where Cs = m�1/2Us1

HB =
NX

s=1

P 2
s

2
+

⌦2
s
X2

s

2
. (4.5)

To derive the e↵ective Langevin equations for the system, one starts by writing the

Heisenberg equations of motion of the system and the bath degrees of freedom given by

Mẍ = �k0x+ k0
NX

s=1

CsXs, (4.6)

Ẍs = �⌦2
s
Xs + k0Csx , s = 1, 2, . . . , N. (4.7)

The bath equations of motion Eq. (4.7) can be solved formally, assuming initial con-

ditions {Xs(t0), Ps(t0)} that are chosen, at time t0, from the Boltzmann distribution

e��HB/Tr
⇥
e��HB

⇤
at temperature T = (kB�)�1. This gives

Xs(t) = cos {⌦s(t� t0)}Xs(t0) +
sin {⌦s(t� t0)}

⌦s

Ps(t0)

+ k0Cs

Z
t

t0

dt0
sin {⌦s(t� t0)}

⌦s

x(t0) . (4.8)
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Plugging this into the equation of motion of the system we get

Mẍ = �k0x+

Z
t

t0

dt0⌃(t� t0)x(t0) + ⌘(t) , (4.9)

where

⌃(t) = k02
NX

s=1

C2
s

sin(⌦st)

⌦s

,

⌘(t) = k0
NX

s=1

Cs

h
cos {⌦s(t� t0)}Xs(t0) +

sin {⌦s(t� t0)}
⌦s

Ps(t0)
i
. (4.10)

The form in Eq. (4.9) is in the form of a generalized Langevin equation, with ⌃(t) as the

memory kernel and ⌘(t) as the random force term. The information about the baths is

completely contained in these two terms. In the above equation it is necessary to take

the limits N ! 1 and then t0 ! �1, in this precise order, to get the required bath

properties. Indeed, apparent dissipation arises in this Hamiltonian model because of the

flow of energy into the infinite degrees of freedom of the bath. It is instructive to write

the above equations in the usual form of Langevin equations where the dissipation term

involves the velocity rather than the positional degree of freedom. For this we define the

dissipation kernel

�(t) = k02
NX

s=1

C2
s

cos(⌦st)

⌦2
s

, (4.11)

so that,

⌃(t) = �d�(t)

dt
. (4.12)

We plug this into Eq. (4.9) and perform an integration by parts. Then, using the identities

�(0) = k02 PN

s=1
C

2
s

⌦2
s
= k02 [��1]11 = k0 and �(1) = 0, which can be proved in the N ! 1

limit (for a reasonable choice of bath properties which are indeed satisfied by the baths

we have considered here) and setting t0 ! �1, we get

Mẍ = �
Z

t

�1
dt0�(t� t0)ẋ(t0) + ⌘(t) , (4.13)

where we now see that the pinning potential does not appear, which is what one would

like for a free particle. We will now compute the bath properties in the N ! 1 limit. It

is useful to define the bath spectral functions

⌃+(!) =

Z 1

0

dt⌃(t)ei!t = k02
X

s

C2
s

�(! + i✏)2 + ⌦2
s
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�(!) = Im
⇥
⌃+(!)

⇤
= k02

X

s

⇡C2
s

2!
[�(! � ⌦s) + �(! + ⌦s)] . (4.14)

The statistical properties of the noise term can be obtained using the fact that at t = t0

the bath is in thermal equilibrium at temperature T . Thus we find that h⌘(t)i = 0

while the noise correlations are easiest to state in the Fourier domain. Defining ⌘̃(!) =
R1
�1 dt⌘(t)ei!t, we find [4]

h⌘̃(!)⌘̃(!0)i = 4~⇡ �(!)[f(!, T ) + 1] �(! + !0) , (4.15)

where f(!, T ) = [e�~! � 1]�1 is the phonon distribution function. To compute ⌃+(!),

we note that it is precisely given by k
02 g+1,1 where g+ = [�m(! + i✏)2 + �]�1 is the

phonon Green’s function of the heat bath and g+11 refers to its diagonal element at site

n = 1, corresponding to the particle that is coupled to the system. The computation

of g+(!) becomes a bit involved because of the presence of the “impurity” term in the

bath Hamiltonian HB in Eq. (4.4). However, this can still be obtained explicitly and one

eventually obtains [30]

⌃+(!) = k02 eiq

k + (k0 � k)eiq
, (4.16)

where q is given by the solution of the dispersion !2 = (2k/m)(1�cos q). In the frequency

range |!|  2
p

k/m, we get real values for q and then we have

�(!) =
k02k sin q

|k0 � k + ke�iq|2 =
k02

k

!
p

m

k

q
1� m!2

4k

(k
0

k
)2 + (1� k0

k
)m!2

k

, (4.17)

while for |!| > 2
p

k/m, we get �(!) = 0. The real part of ⌃+(!) is the following:

Re
⇥
⌃+(!)

⇤
=

8
>>>><

>>>>:

k
02

k

k0
k �m!2

2k

( k0
k )

2
+(1� k0

k )
m!2

k

; |!|  2
q

k

m

k
02

k

k0
k �m!2

2k +m!2

2k

q
1� 4k

m!2

( k0
k )

2
+(1� k0

k )
m!2

k

; |!| > 2
q

k

m
.

(4.18)

Note that Re [⌃+(!)] is even with respect to ! whereas �(!) = Im [⌃+(!)] is an odd

function of !. ⌃+(!) decays to zero for |!| ! 1 which is necessary for its Fourier

transform ⌃(t) to exist. These expressions of ⌃+(!) become particularly simple for the

case k = k0. Finally we note that �̃(!) =
R1
0 dt�(t)ei!t is given by,

i!�̃(!) = ⌃+(!)� k0 . (4.19)
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4.2.1 Continuum string limit

An interesting special case is to consider the limit corresponding to the bath being a

continuous string. This has been discussed earlier in [27] but in a somewhat di↵erent

setting. We introduce a lattice spacing a and define the mass density � = m/a, Young’s

modulus E = ka. The lattice parameter can be introduced in Eq. (4.17) and (4.18) in a

consistent way by substituting m = �a, k = E/a, etc. The continuum limit is obtained

by taking a ! 0, m ! 0 and k ! 1 while keeping E and � constant. This then gives

�(!) =
�0!

1 + !2⌧ 2
, �̃(!) =

�0
1� i!⌧

,

where �0 = (�E)1/2, ⌧ = �0/k
0 . (4.20)

This corresponds to the so called Drude model of the bath, corresponding to a dissipation

kernel �(t) = (�0/⌧)e�t/⌧ . Taking the strong coupling limit k0 ! 1, so that ⌧ ! 0, gives

us the Ohmic bath model with

�(!) = �0!, �̃(!) = �0 , (4.21)

which gives us a memory-less dissipation kernel �(t) = �0�(t). We note that the presence

of the phonon distribution function f(!, T ) in the quantum system ensures that the noise

in Eq. (4.15) is still correlated and has memory. However, in the high temperature limit,

�~ ! 0, we achieve the strictly Markovian limit h⌘(t)⌘(t0)i = 2�0kBT �(t � t0). The

authors in [27] obtained the Ohmic bath starting from a continuum field description of

the bath and using a di↵erent limiting procedure.

In the next section we discuss the behavior of various physical observables for the

quantum Brownian particle that are obtained from the Rubin model and its limiting

forms.

4.3 Mean Square Displacement, Velocity Autocorre-

lation Function and Response Function

In the long time limit the particle reaches the equilibrium state and we focus on properties

in this state such as the mean square displacement, the velocity autocorrelation function

and response functions. The mean square displacement and the velocity autocorrelation

function are defined as

�(t) =
⌦�
x(t)� x(0)

�2↵
, C(t) =

1

2
h{v(t), v(0)}i,
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where {. . .} denotes the anticommutator. The response function R(t) and velocity re-

sponse function R̄(t) are defined through the following equations for the average displace-

ment and average velocity in the presence of a driving force f(t).

h�x(t)i := hx(t)if�hx(0)if=0 =

Z
t

�1
dt0R(t� t0)f(t0) (4.22)

hv(t)i =
Z

t

�1
dt0R̄(t� t0)f(t0) , (4.23)

where h· · ·if is the expectation value in the presence of the force and h· · ·if=0 is in the

absence of it. By definition R̄(t) = Ṙ(t). All these three quantities can be obtained

through the Fourier transform solution of Eq. (4.9) (after taking the limits N ! 1 and

t0 ! �1) and Eq. (4.13). The transform x̃(!) =
R1
�1 dtx(t)ei!t is given by

x̃(!) = G(!)⌘̃(!), where (4.24)

G(!) =
1

�M!2 + k0 � ⌃+(!)
=

1

�M!2 � i!�̃(!)
. (4.25)

Using this and the noise properties leads immediately to

�(t) = 2hx2(0)i � h{x(t), x(0)}i (4.26)

=
~
⇡

Z 1

�1
d! coth(�~!/2)�(!)G(!)G(�!)

�
1� e�i!t

�

=
2~
⇡

Z 1

0

d! coth(�~!/2)�(!)G(!)G(�!) (1� cos!t)

=
2~
⇡

Z 1

0

d! coth(�~!/2)Im [G(!)] (1� cos!t) , (4.27)

where we used the Green’s function identity �(!)G(!)G(�!) = [G(!) � G(�!)]/(2i).

The velocity auto-correlation function can be obtained from �(t) as

C(t) =
1

2

d2�(t)

dt2
(4.28)

=
~
⇡

Z 1

0

d! coth(�~!/2)�(!)G(!)G(�!)!2 cos!t

=
~
⇡

Z 1

0

d! coth(�~!/2)Im [G(!)]!2 cos!t . (4.29)

The velocity response function is given by

R̄(t) =
1

2⇡

Z 1

�1
d!

e�i!t

�i!M + �̃(!)
=

1

2⇡

Z 1

�1
d!(�i!)G(!)e�i!t . (4.30)

Whereas the relation R̄(t) = Ṙ(t) gives us an expression of the position response
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function,

R(t) =

Z
t

0

dt0R̄(t0) =
1

2⇡

Z 1

�1
d! G(!)(e�i!t � 1) (4.31)

=
1

⇡

Z 1

0

d!
⇣
Re[G(!)][cos(!t)� 1] + Im[G(!)] sin(!t)

⌘
, (4.32)

where we have used the symmetry properties of G(!): Re[G(�!)] = Re[G(!)] and

Im[G(�!)] = �Im[G(!)]. On the other hand, the positional correlation function is

given by

1

i~h[x(t), x(0)]i =
1

⇡i

Z 1

�1
d!�(!)G(!)G(�!)e�i!t

=
�1

2⇡

Z 1

�1
d![G(!)�G(�!)]e�i!t

=
�1

⇡

Z 1

�1
d!Im[G(!)] sin(!t) . (4.33)

Using the Kramer’s Kronig identity,
R1
�1 d! Im[G(!)] sin(!t) =

R1
�1 d! Re[G(!)][cos(!t)�

1], we verify explicitly that the linear response formula

R(t) = � 1

i~h[x(t), x(0)]i, (4.34)

holds exactly. This is expected since the dynamics of system and bath is completely

linear.

4.4 Comparison of the forms of �(t),�(t) and C(t)

for the three models

4.4.1 Form of �(t)

Rubin model: In this case one can obtain the expression of �̃(!) using Eq. (4.16) and

Eq. (4.19):

Re [�̃(!)] =

8
><

>:

k
02

k

p
m

k

q
1�m!2

4k

( k0
k )

2
+(1� k0

k )
⇣

m!2

k

⌘ ; |!|  2
q

k

m

0 ; |!| > 2
q

k

m

(4.35)
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Figure 4.2: (Rubin model) Log-Log plot of |�(t)| for a set of values of m, k, k0 to
show that �(t) initially decays fast and then as a power law ⇠ t�3/2. We propose that
the crossover time, t⇤, can be estimated from the location of the branch point of �̃(!):

t⇤ /
q

m

k0

�
k

k0 � 1
�
when k > k0 and t⇤ /

p
m

k
for k  k0. (a) (k > k0); if we decrease just

k0 by a factor of 4 keeping other parameters fixed, t⇤ increases 4 times. (b) (k = k0); m is
increased by 10 times, which results in a shift of t⇤ by a factor of

p
10. These observations

support our claim about the crossover time.

Figure 4.3: Comparison of �(t) between the Rubin and Drude models: (a) Weak
coupling case k0 = 0.5; (b) Strong coupling case with k0 = 4.0. Other parameters
are taken as M = 1,m = 0.1, k = 5. This data supports the fact that the Drude
approximation of the Rubin bath is good when k is large but k0 is not. If both k and k0

are made large, the Ohmic approximation is better than the Drude.

77



Im [�̃(!)] =

8
>>>><

>>>>:

m!
k0
k � 1

2

⇣
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⌘2

( k0
k )

2
+(1� k0

k )
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1� 4k

m!2

i

( k0
k )

2
+(1� k0
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⌘ ; |!| > 2
q

k

m
.

(4.36)

Note that Re [�̃(!)] is odd function of ! while Im [�̃(!)] is even. This property is common

for various response functions in physical systems. For the special case k = k0, it is

possible to evaluate �(t) = 1
2⇡

R1
�1 d! �̃(!)e�i!t to obtain

�(t) =

p
kmJ1

⇣
2
q

k

m
t
⌘

t
, (4.37)

where Jn is the Bessel function of 1st kind. Since Jn(x) ⇠
q

2
⇡x

cos
⇥
x� (n+ 1/2)⇡2

⇤

at large x, we get the leading order asymptotic behavior �(t) ⇠ t�3/2. This leading

asymptotic form can be seen as arising from the branch point at ! = 2
p

k/m in the

integrand in Eq. (4.35). For the general case, k 6= k0, we note that the integrand has

additional poles at ! = k0/
p
m(k0 � k). For k > k0, this is imaginary and gives rise

to an exponentially decaying part in �(t). Thus we expect that for k > k0, �(t) should

initially have a fast exponential decay ⇠ e�wpt,where !p = k0/
p
m(k � k0). After a time

scale tc ⇡ 2⇡/!p, this is followed by a ⇠ t�3/2 decay. This feature is clearly seen in the

numerical evaluation of �(t) is presented in Fig. (4.2) for two di↵erent parameter sets. In

[31] the authors have addressed this question of crossover timescales in a similar system

heuristically.

Drude bath and Ohmic bath limits : From Eq. (4.20) one obtains �(t) = �0

⌧
e�t/⌧

and ⌃(t) = �0

⌧2
e�t/⌧ . Ohmic bath is obtained simply taking the limit ⌧ ! 0 and gives

�(t) = �0�(t).

In Fig. (4.3) we show a comparison of the forms of �(t) obtained from the Rubin and

Drude models. As expected we see that for the weak-coupling case (k0 = 0.5), we expect

an exponential decaying regime for the Rubin model over the time-scale tc ⇡ 2⇡/!p ⇡ 25.3

and here we see agreement with the Drude model. On the other hand, when k0 = 4.0, we

see that tc ⇡ 1.5 and correspondingly one finds that there is no regime where the Drude

approximation is good.

We next explore the question on how well the behavior of other physical observables

such as �(t) and C(t) are reproduced by the Drude and Ohmic approximations.
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Figure 4.4: (a) Comparison of �(t) between the Rubin, Drude and Ohmic models. T
he � values from the top are 0.01, 10, 100 and 1 (from above). (b) For the � values
10, 100,1 (from above) we plot �(t)/t. Other parameters are taken as M = 1,m =
0.1, k = 5,k0 = 4.0. This figure is the counterpart of Fig. (4.7) with k and k0 both large.
The saturation values (0.283 and 0.0283) are indicated in the figure. We see a agreement
between the three models compared to Fig. (4.7).

Figure 4.5: (a) Comparison of �(t)/ ln(t) between the Rubin, Drude and Ohmic mod-
els for � = 10,1 (from above) in linear scale. (b) �(t) in log-linear scale for
� = 100, 500, 5000,1 (from above). Other parameters were taken as M = 1,m =
0.1, k = 5,k0 = 4.0. Note the match between di↵erent models, as k and k0 both are large
in contrast to Fig. (4.8). From Eq. (4.42) the prefactor of ln(t) is 2~/⇡�0 = 0.9 which
has been indicated both in (a) and (b).
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4.4.2 Form of �(t)

To compute�(t), C(t), andR(t) we need information on Im [G(!)]. Using Eqs. (4.25), (4.35)

and (4.36) we get,

Im [G(!)] =

k
02

k

1
m!3

q
1
mk

q
1� m!2

4k

⇣⇥
k
0

k

⇤2
+ m!

2

k

⇥
1� k

0

k

⇤⌘

⇥
M!2

k

⇥
1� k0

k

⇤
+ k02

k2

⇥
M

m
+ 1

2

⇤
� k0

k

⇤2
+ k04

m!2k3

⇥
1� m!2

4k

⇤ ; (4.38)

for |!|  2
p

k/m and 0 for |!| > 2
p
k/m.

The corresponding forms for the Drude bath is given by:

Im[G(!)] =
�0

! [M2!2 + (M!2⌧ � �0)2]
. (4.39)

Ohmic bath is obtained from the above expression by letting ⌧ ! 0. Most of the

integrals of �(t) and C(t) for the Rubin model are intractable analytically, but can be

done numerically to extract some limiting behaviors:

Numerical results from the evaluation of the integral Eq. (4.27) and a comparison

with results from the corresponding Drude and Ohmic limits is shown in Figs. (4.4),

(4.5), (4.6), (4.7), and (4.8).

Some of the interesting observations can be summarized as follows:

1. At long times we see a linear growth of �(t) with time, at all finite temperatures,

as expected for a di↵usive system. We notice that the integrand has an oscillatory

factor [1� cos(!t)], so at large t the major contribution to the integral comes from

! << 1/t. Hence, for any non-vanishing �, we take coth
�
�~!
2

�
! 2

�~! to get (in the

t ! 1 limit):

�(t) =
4

⇡�

Z 1

0

d!
⇣
!Im[G(!)]

⌘

!!0

1� cos(!t)

!2

=
2

�
p
mk

t = 2Dt (4.40)

where D =
1

�
p
mk

=
kBT

�0
(4.41)

can be identified as the usual di↵usion constant satisfying the Stokes-Einstein re-

lation. In Fig. (4.7b) and (4.4b), we verify that �(t)/t does converge to this limit

at finite temperatures. As can be seen from this figure, the long time asymptotics

of �(t) and the di↵usion constant are thus correctly obtained by both the Drude

and Ohmic limits. The Di↵usion constant values are specified in Fig. (4.7b) for

two di↵erent � values and other parameter choices. Note that D vanishes at zero

temperature (� = 1), which is also clear from the Fig. (4.7b).
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Figure 4.6: Comparison of �(t) between the Rubin, Drude and Ohmic models at short
times. (a) � = 0.001. We can see that at high temperatures �(t) behaves as ⇠ t2 for all
three models. The correction to the t2 behavior for the Ohmic case is t3, which is evident
from the inset. (b) � = 100. At low and finite temperatures, the short time behavior is
⇠ �t2 ln(t) for the Ohmic bath whereas it is ⇠ t2 for the Rubin and Drude baths. Other
parameters are M = 1,m = 0.1, k = 5, k0 = 0.5. Note that the log divergence of C(0)
for the Ohmic case is present at any finite temperature and diminishes for �~ is equal
to zero, which is hard to achieve numerically. Thus in the data presented in (a) for the
Ohmic case, we have taken the classical limit first and then performed the integral.

Figure 4.7: Comparison of �(t) between the Rubin, Drude and Ohmic models:
(a)The � values are 0.01, 10, 100 and 1 (from above). (b) For the � values 10, 100,1
(from above) we plot �(t)/t. We verify the asymptotic formulas presented in Eq. (4.40)
and (4.41) at finite temperatures. At � = 10, the saturation value is 2D = 2/�

p
km =

0.283 and for � = 100 it’s 0.0283 which match with the data. These saturation values are
indicated in the figure. Other parameters were taken as M = 1,m = 0.1, k = 5,k0 = 0.5.
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2. At zero temperature (� ! 1) we find that �(t) has a slower logarithmic growth

at large times. In this quantum regime we have coth
�
�~!
2

�
= 1 and the integrals

simplify. As before, we have to consider only the small ! contribution to the integral

for the large time asymptotic behavior of �(t)

�(t) ' 2~
⇡

Z 2
p

k/m

0

d!
⇣
!Im[G(!)]

⌘

!!0

1� cos(!t)

!

' 2~
⇡�0

ln(t) . (4.42)

In Fig. (4.8a) we verify this form and the value of the prefactor of ln(t). We see

that Rubin, Drude and Ohmic models reproduce the logarithmic growth. The

prefactors of ln(t) are same, which is evident from Fig. (4.8b) and Fig. (4.5b), as

the slopes of di↵erent models of the linear regime are same in log-linear scale. Note

that there must be a timescale included in the argument of the log for dimensional

constraints. The log behavior can be represented by, �(t) ⇠ A + B ln(t), which

implies that �(t)/ ln(t) ⇠ A/ ln(t) + B. As ln(t) is a slowly varying (increasing)

function of t, there is a slow convergence to the model independent pre-factor B

of ln(t), as seen in Fig. (4.8a) and Fig. (4.5a). The chosen parameters are mostly

M = 1,m = 0.1, k = 5, k0 = 0.5 or 4 throughout the numerical data presented

here for various � values. For Drude and Ohmic baths, �0 and ⌧ are also chosen

correspondingly [see Eq. (4.20)].

3. At finite temperatures, the cross-over from the quantum (logarithmic growth) to

the classical (linear growth) takes place at the time scale tqc ⇠ �~. We study this

timescale in the Fig. (4.8b) and Fig. (4.5b), by plotting the �(t) for various � values

keeping ~ = 1. In the log-linear scale, the log behavior of �(t) is represented by a

linear regime which persists up to a timescale of the order of �~.

4. Finally we discuss the short time behavior. At high temperatures, we approximate
1�cos(!t)

!2 ⇠ t2/2 and coth
�
�~!
2

�
⇠ 2

�~! , to obtain

�(t) ' 2

⇡�
t2
Z 2

p
k
m

0

d! !Im[G(!)] ⇠ c
kBT

M
t2 , (4.43)

where c is a dimensionless constant. The ballistic growth can be simply understood

as that of a thermal particle with hv2i = kBT/M . On the other hand at zero

temperature, we get

�(t) ' c0
~k1/2

M3/2
t2 , (4.44)

where c0 = [2M3/2/(k1/2⇡)]
R 2

p
k/m

0 d! !2Im[G(!)] is a dimensionless constant. The
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Figure 4.8: (a) Comparison of �(t)/ ln(t) between Rubin, Drude and Ohmic � = 10,1
(from above) in linear scale. (b) �(t) in log-linear scale for � = 100, 500, 5000,1 (from
above). This figure indicates the log behavior of �(t) for all three models with same
pre-factors (slopes of the linear region) up to a time scale of the order of ⇠ �~. Beyond
this timescale �(t) behaves linearly in time which causes an exponential growth in log-
linear scale. Other parameters were taken as M = 1,m = 0.1, k = 5,k0 = 0.5. We note
that the Rubin and Drude models are matching well but the Ohmic is deviating. This
is happening because k is large but k0 is relatively small. However, as (b) suggests, the
prefactors of ln(t) are same for these models and hence there is a slow convergence of the
data at (a) for � = 1. From Eq. (4.42) the prefactor of ln(t) is 2~/⇡�0 = 0.9 which has
been indicated both in (a) and (b).

ballistic growth in this case roughly corresponds to a particle with velocity fluctu-

ations determined by the zero point energy so that hv2i = ~(k/M)1/2/M .

As presented in the Fig. (4.6a), we see that in the high temperature limit, all

three models show the t2 behavior with same prefactor. This is consistent with the

equipartition interpretation.

At zero temperature or any finite temperature, the Drude and Rubin models have

the expected form of (4.44) with same pre-factor while the Ohmic model has a

logarithmic correction given by:

�(t) ' � ~�0
M2⇡

t2 ln (�0t/M) + O
⇥
t4 ln(t)

⇤
. (4.45)

The data is presented in Fig. (4.6b).

4.4.3 Form of C(t)

C(t) is obtained from �(t) by taking two time derivatives [Eq. (4.28)]. Numerical data

is presented in Fig. (4.9). Some important features are the following:

1. One general feature is a damped oscillatory behavior in most of the parameter

regimes. We can also see the agreement between the three models when both k

83



Figure 4.9: Comparison of C(t) between the Rubin, Drude and Ohmic baths:
(a) M = 1,m = 0.1, k = 5,k0 = 0.5. The main figure shows � = 0.01 and the inset
shows � = 10, 100,1 (from above). (b) M = 1,m = 0.1, k = 5,k0 = 4. The main figure
shows � = 0.01 and the inset shows � = 10, 100,1 (from above). As in the case of �(t),
there is a better agreement between the Rubin and Drude models than the Ohmic bath
when k value is su�ciently large but k0 is not. And all three models coincide when k and
k0 both are chosen to large. Near t = 0, there is a log divergence, which is only present
in the Ohmic case [see Eq. (4.46)] and this deviation is always visible near t = 0.

Figure 4.10: (a) C(t) at large times for M = 1,m = 0.1, k = 5,k0 = 4 and � = 1.
The inset shows the same plot for k0 = 0.5. C(t) behaves as 1/t2 as discussed in
the text. (b) Comparison of the response function R(t) between the three models for
M = 1,m = 0.1, k = 5,k0 = 0.5. The inset shows the same plot for k0 = 4. R(t)
saturates to the value R1 = 1/�0 = 1/

p
km = 1.414 [see Eq. (4.47)].
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and k0 are chosen to be large. However there is a significant deviation of the Ohmic

bath near t = 0.

2. In case of the Rubin and Drude model, at all temperatures, �(t) behaves as ⇠ t2

near t = 0 which gives a finite value of C(0). Note that C(0) = kBT/M in classical

regime and C(0) = ~(k/M)1/2/M in quantum regime. C(t) ⇠ C(0)+O(t2) at small

times.

However, for Ohmic bath, from Eq. (4.45) we get,

C(t) ' � �0~
⇡m2

ln (�0t/M) + O
⇥
t2 ln(t)

⇤
. (4.46)

This log divergence near t = 0 explains the deviation from other bath models shown

in Fig. (4.9). Although the Eq. (4.45) was derived for low temperatures, this log

divergence shows up at any finite temperature. In the classical limit, i.e. when

�~ = 0, one gets an exponential decay of the velocity autocorrelation.

3. In the previous section, we obtained the leading order term for the �(t), which

behaves as ⇠ t in the large time limit at any finite temperature. If we take double

derivatives naively, it does not lead to the correct leading order asymptote of C(t).

In a detailed calculation (to be published), we have shown that the correction to

this linear behavior is ⇠ e�ct for the Drude and Ohmic models and ⇠ cos(!t)/t3/2

for the Rubin bath. Thus the large time behavior (t >> �~) of C(t) is ⇠ e�ct for

the Drude and Ohmic baths and ⇠ cos(t)/t3/2 for Rubin. At zero temperature or

t << �~ the leading order behaviors are ⇠ 1/t2 for all three models.

4.4.4 Form of R(t)

Using Eq. (4.31) we obtain,

R(t) = [1� exp(��0t/m)] /�0 (4.47)

for the Ohmic model. For Drude model, the integrals can also be evaluated exactly and

R(t) takes similar functional form. The general feature that R(t) increases initially and

then saturates to a value is present in all models and parameter regimes. This behavior

physically describes the fact that if we perturb the Brownian particle, it will initially have

a directional displacement before it becomes completely random. For the Rubin bath the

integrals are intractable. Data from numerical integration for all three modes are shown

in Fig. (4.10).
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Numerical details: To perform the integrals numerically Mathematica has been

used extensively, especially the NIntegrate command. To obtain the analytical and

asymptotic formulas, doing the summations, etc., the commands like Integrate, Asymp-

toticIntegrate, Series, FullSimplify, etc. of Mathematica have been particularly used.

4.5 Summary

In this chapter we study in detail the well-known Rubin bath model, which consists of

a one-dimensional semi-infinite harmonic chain with the boundary bath particle coupled

to a test particle, which is then shown to e↵ectively execute Brownian motion.

We point out two interesting and important limits of the Rubin model: (i) the Drude

model which is obtained in the infinite bath bandwidth limit of the Rubin model and (ii)

the Ohmic model which, in addition to an infinite bath bandwidth, also needs the limit

of infinite system-bath coupling. For the Rubin model and the special limiting cases, we

analyze in detail the temporal dependence of the mean square displacement, the velocity

autocorrelation function and the response function. In addition, we studied the crossover

behavior of the dissipation kernel �(t) from an exponentially decaying behavior at short

times to an oscillatory power law (⇠ t�3/2) decaying behavior at larger times.

Taking the special limits of either the Drude and Ohmic baths is useful since the bath

kernels are much simpler and the mathematical analysis becomes considerably simpler.

In real physical situations one might have large but finite bath bandwidths and system-

bath couplings. One important question in these situations is as to how closely physical

properties are reproduced when we ignore the fact that the original Rubin bath kernel

has long time power-law tails. Our numerical results show that many properties are

indeed accurately reproduced by the approximate models. In particular, we discussed the

quantum to classical crossover time scales where the mean square displacement changes

from a logarithmic to a linear time dependence. The analysis presented in this work

provides a microscopic justification for the choice of the position response function used

in a recent analysis [29] of quantum Brownian motion based on linear response theory as

the starting point.

We have shown that the Ohmic limit, when the dissipation kernel becomes a �-

function, is obtained in the limit of a continuum string and surprisingly, for strong

coupling. This is unlike the weak coupling limits usually discussed in the derivation

of quantum master equations in the literature [32, 33]. An interesting observation is that

at any finite temperature the noise correlations always have a finite correlation time even

in the Ohmic limit when the dissipation kernel becomes a �-function. Thus a quantum

bath is never truly Markovian. However at high temperatures one can make the approx-

imation coth(�~!/2) ! 2/(�~!) in the noise correlations and then get the Markovian
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limit. Thus our study shows the precise conditions under which the Markovian approx-

imation is valid. We note that the microscopic derivation of quantum master equations

typically starts with exactly the same system-bath setup as the one used in the deriva-

tion of the quantum Langevin equation. There, the Born-Markov approximation leads to

the Redfield equation and further approximations lead to the Lindblad equation which

is Markovian. The precise conditions for the validity of the Born-Markov approximation

are however subtle and not clearly understood [32–34] and we believe that our work, with

very explicit results, could provide insights on this issue.
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