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Abstract

Topological phases of matter are exotic states that support dissipationless currents due to

the presence of special modes localized at the edges of the sample. We look at the transport

characteristics of models hosting such phases in open system geometries using the quantum

Langevin and non-equilibrium Green’s function formalism. Using this formalism, we first

consider a general model of spinless superconducting wires in contact with thermal reser-

voirs and obtain closed-form exact expressions for particle current, energy current, and other

two-point correlations in Landauer-type forms. The current expressions are found to be a

sum of three terms having simple physical interpretations. As applications of our results, we

explore the transport properties of two particular models: the 1D nearest neighbor Kitaev

chain, and the 2D spinless-Bernevig-Hughes-Zhang (SBHZ) model. These are some of the

simplest examples of 1D topological superconductors and 2D topological insulators, respec-

tively. For the Kitaev chain, we present results on the particle and thermal conductance and

also demonstrate analytically the physical interpretations of the three different terms in the

current expression. For the SBHZ model, we look at the quantization of the two-terminal

longitudinal conductance, and the current density supported by the edge modes inside the

insulator as well as inside the reservoirs. We discuss the finite size effects on the quantization

and also find that the current density is localized inside the insulator as well as inside the

reservoirs. Moreover, we also find that the injection/ejection of the current into the insu-

lator occurs only around its corners. We also consider the application of our results to the

study of heat transport in a classical system, namely a harmonic chain of charged particles

in the presence of a spatially uniform or random magnetic field. For the case of the uniform

magnetic field, we show that heat transmission at low frequencies is strongly modified due

to the presence and absence of the magnetic field, and for the case of the random magnetic

field, we find that the low-frequency behavior of the localization length depends on the ex-

pectation value of the magnetic field. Due to these reasons, for the latter case, the scaling

of the current also depends on the expectation value of the magnetic field.



Chapter 1

Introduction

Topological phases are exotic states of matter and an extensively studied area of con-

densed matter physics [1, 2]. These states of matter support special edge modes that carry

dissipation-less current and are robust, to a certain degree, towards symmetry preserving

disorder. The presence or absence of these modes is determined by a topological invariant,

which is calculated from the bulk Hamiltonian of the model. This invariant depends on

the dimensionality and the symmetries of the bulk Hamiltonian [3] — for example, in two

dimensions a system with time reversal symmetry (TRS) is characterized by a Z2 topological

index taking values ±1 while a system without TRS is characterized by a Chern number

which can be any integer. The earliest known examples of topological phases are the quan-

tum hall phases [4]. Currently, several models of topological phases are known to exist in

different spatial dimensions, some of which have been experimentally realized as well. In one

dimension, the simplest examples are the Su-Schrieffer-Heeger Model [5], which describes

poly-acetylene, and the Kitaev chain [6]. While the former is a topological insulator, the

latter is a topological superconductor. In two dimensions, several examples of topological in-

sulators are known, some of which are the Haldane model [7], Bernevig, Hughes and Zhang

model (BHZ) [8], and Kane-Mele model [9]. Some of these models have been realized in

different experimental setups [10, 11]. Two dimensional (2D) topological superconductors

were first discussed by Read and Green [12] and later on another model was proposed by
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Sato [13].

The presence of the edge modes leads to quantized transport characteristics. The earliest

known example of such a quantized transport coefficient is the quantized transverse con-

ductivity in two-dimensional systems hosting quantum hall phases [4]. In the past decade,

exciting transport characteristics of models hosting topological phases have been predicted

which go beyond the quantized transverse conductivity. Some examples include zero-bias

quantized peaks in 1D topological superconductors [14, 15, 16], quantized two-terminal con-

ductance in topological insulators [17, 18, 19], quantized thermal Hall conductivity 3D time-

reversal-invariant topological superconductors, [20, 21, 22, 23] etc. The first two of these

examples have been observed experimentally [24, 25, 26, 27, 28, 11].

One of the standard approaches for understanding transport is the Green-Kubo formalism

that is based on linear response theory. In the Green-Kubo approach, the system is assumed

to be in an equilibrium state and an external field is introduced to perturb this state of the

system. Under linear response approximation, one relates the transport coefficients to the

equilibrium current-current correlations of the closed system. In fact, using this formalism

the transverse conductivity can be shown to be proportional to the so-called Chern invari-

ant [29]. However, experiments on transport are usually done in open system geometry, and

more importantly, transport in topological systems is often in the ballistic regime, in which

case the interactions of the system with the environment and the coupling of the system

with the leads become important. For such systems, a microscopic model describing the

bath and its interactions with the system becomes necessary. Then, various open quantum

system approaches, for example, the Landauer approach, quantum Langevin equation-non-

equilibrium Greens function (QLE-NEGF) approach [30], quantum Langevin equation ap-

proach [31], path-integral approach [32] and the quantum master equation approach, have

to be used to study the transport properties. In this thesis, we discuss QLE-NEGF ap-

proach to transport in models hosting topological phases such as topological insulators (TI)

and topological superconductors (TS). The NEGF formalism is a powerful method to study

transport in mesoscopic systems connected to external reservoirs [33, 31, 15]. This method

involves elimination of reservoir degrees of freedom to obtain the exact non-equilibrium

2



steady state (NESS) of the system in terms of the effective Green’s function of the system.

The effective Green’s function of the wire is the Green’s function of the isolated system, with

self-energy contributions from the reservoirs. From the NESS, the transport properties, such

as particle and heat currents, can be obtained and expressed in standard Landauer forms.

A wide variety of models hosting topological phases are given by tight-binding Hamiltoni-

ans with superconducting pairing, if present, defined on different lattices. Therefore, for

a complete understanding of the transport properties of such exotic systems, we first con-

sider a model of superconducting wires defined on a general lattice with arbitrary hopping

and superconducting pairing. Using the NEGF formalism, we obtain an exact solution for

this superconducting wire in contact with the reservoirs and from this solution we derive

compact formulas for the particle current, heat current, and other two point correlators

of the system. The expression for the heat and particle current is put in the Landauer

form, from which the physical interpretations, in terms of the scattering processes, of dif-

ferent terms in the expressions was explicit. As an application of our formalism, we discuss

transport characteristics of two particular models: the 1D Kitaev chain and the 2D spinless-

Bernevig-Hughes-Zhang (SBHZ) model. These two are some of the simplest examples of a

1D topological superconductor and 2D topological insulator respectively.

The Kitaev chain models a one-dimensional spinless p-wave superconductor [6] and provides

one of the simplest examples of a topological superconductor. This system has the so-

called Majorana Bound States (MBS), which are topologically protected zero-energy bound

states, localised at the boundaries of an open chain. Experimental realizations of this model

and observe MBS is known to be very difficult. There are two main drawbacks: Firstly,

the superconductor should be spinless which needs to be engineered as electrons in any

material naturally carry spin, and the second drawback is the fact that p-wave supercon-

ductivity is needed which is extremely rare in nature. Nevertheless, several proposals were

put forward [34, 35, 14, 36, 37] to realise the Kitaev chain experimentally and observe the

MBS. Mainly, these proposals combine three independent phenomena to effectively model

a p-wave spinless superconducting wire. These three phenomena are spin orbit coupling,

time-reversal symmetry breaking and proximity induced superconductivity. The former two
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Figure 1.1: Experimental results for the differential tunnelling conductance with the bias
voltage, V , from experiments in Ref. [38, 39]. A peak could be seen developing at zero bias,
V = 0, at strong enough magnetic fields.

effectively create a spinless system and, in experimental setups, are provided by a semi-

conducting nanowire, with strong spin orbit coupling, in presence of an applied external

magnetic field. The latter is achieved by placing the semi-conducting wire in proximity of an

s-wave superconductor. Some of these experimental proposals have already been successfully

implemented [38, 39, 40, 41, 42, 43]. One of the key experimental signatures of the MBS is

the zero-bias peak in the differential tunnelling conductance and Ref. [38, 39, 40] were some

of first experiments which reported evidence for this peak. However, these experiments show

several deviations from the expected theoretical results. For example, the strength of the

zero-bias peak was found to be much smaller than the expected value 2e2/h, see Fig. 1. Apart

from this, the disappearance of the peak should be accompanied by a gap closing and then

reopening for the topological phase transition into the topologically trivial regime. As seen

from Fig. 1, the peak disappears without the two adjoining peaks, due to the first excited

states, closing in to mark the gap closing. Some of these issues have been resolved in very

recent experiments [26, 27, 28]. However, it has also been argued that such zero bias peaks

may be due to some trivial Andreev bound states. These trivial bound-states could form in

presence of smooth or disordered chemical potential variations [44, 45, 46]. Therefore, while

Ref. [26, 27, 28] show an encouraging progress, realization of MBS in an experimental setup

beyond any doubt is still an unachieved task. It may be possible to distinguish the trivial

Andreev bound state from the MBS by looking at other transport characteristics such as
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the thermal conductance. It is therefore important to have a full understanding of trans-

port characteristics of the Kitaev chain in such geometries and the QLE-NEGF formalism

provides a simple and straightforward way to do so.

We next consider a simple 2D topological insulator in contact with metallic leads (reservoirs)

on each ends. The existence of perfectly conducting edge modes suggests quantization of

longitudinal conductance. However, this is not obvious when one considers that the contacts

with the leads need not be perfect and there could be scattering of incident electron waves.

In fact, to the best of our knowledge, there exists no proof (similar to TKNN) [29] of the

quantization of the longitudinal conductance in the open system setup. We attempt to arrive

at a better understanding of the two-terminal longitudinal conductance in the open system

by use of the NEGF formalism. For our studies, we consider the spinless BHZ (SBHZ)

model [47], a Chern insulator, placed in contact with two normal metallic leads. Apart

from measuring the conductance obtained from NEGF, we use this formalism to also extract

information on the scattering states formed by the edge modes in the presence of the leads.

We also discuss application of NEGF method to heat transport in ordered and disordered

classical harmonic wires in the presence of a magnetic field. Low dimensional harmonic

systems are known to have anomalous heat transport properties [31], and recent works on

heat transfer in such systems in presence of magnetic field have led to some interesting

results [48, 49, 50]. In particular, Ref. [48] studied a harmonic chain with transverse degrees

of freedom and with the Hamiltonian dynamics perturbed by stochastic noise that conserves

both momentum and energy. The stochastic noise is used to model the non-linearities of

the interactions [51]. In the context of anomalous heat transport the authors identify a

new universality class based on the system size dependence of the thermal conductivity. An

interesting observation made in the paper is on the phonon dispersion in this model with a

finite magnetic field — out of the two phonon bands it was found that the lower band has

a low frequency dispersion ω ∼ q2 and so a vanishing sound speed. A natural question is

the effect of this on heat conduction in this system in the absence of stochastic noise. In

the absence of the stochastic noise, this systems admits the same structure of the Green’s

function as the 1D Kitaev chain, we therefore use the same formalism to address the question
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of heat conduction in this system in absence of stochastic noise. The effect of magnetic field

on acoustic phonon modes have also been considered experimentally [52].

Outline: This thesis is structured as follows:

In chapter 2, we define a general model of superconducting wires which covers some

models of topological insulators and superconductors. We evaluate explicit expressions

for particle, heat conductance and other two point correlators of the system. We

also discuss effects of high energy bound states, if present in the system, and find

their explicit contribution to the non-equillibrium steady state of the system. We

numerically verify the steady state results for the 1D Kitaev chain and discuss its

transport properties. We also apply our results to study conductance of next-to-nearest

Kitaev chain.

In chapter 3, we study transport in the 1D Kitaev chain using scattering method

and analytically demonstrate its equivalence with the QLE-NEGF results derived in

chapter 2. We also discuss the Majorana bound state in the open system geometry

while deriving the conductance properties using the scattering approach.

In chapter 4, we study transport due to edge modes in a simple 2D topological insula-

tor (SBHZ Model) in an open system geometry. We consider the quantization of the

two terminal longitudnal conductance and the effects of finite system size on it. We

also discuss the current density and the charge density inside the insulator as well as

in the reservoirs due to the scattering states formed by the edge modes.

In chapter 5, we apply our formalism to a classical system of a 1D harmonic wire in

presence of ordered and disordered magnetic fields. This system admits the same struc-

ture of the Green’s function and therefore, using the formalism developed in Chapter 2

we study heat transport in this system. For the ordered case, we discuss the heat con-

duction in the thermodynamic limit and for the disordered case we look at the scaling

of the disorder averaged current with the system size

In chapter 6, we summarize the results of this thesis.
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Chapter 2

QLE-NEGF formalism for a spinless

superconducting wire

In this chapter, we introduce a formalism to compute steady state properties of a general

model of a spinless superconducting wire. The model we consider here is quite general in

the sense that we allow non-zero hopping elements between arbitrary sites and similarly

the superconducting pairing term is allowed between any pair of sites. Thus there are no

restrictions on dimensionality and the structure of the underlying lattice and the range of the

interactions. As an application of this formalism, we would consider the transport properties

of 1D nearest neighbour Kitaev Chain and next-to-nearest neighbour Kitaev chain.

In the next section, we introduce the model and in Sec. 2.2, we derive the quantum Langevin

equations for the model which we solve to obtain the exact steady state solution in terms of

the nonequilibrium Green’s functions. In Sec. 2.3, we derive compact expressions for particle,

heat currents and the two point correlators for the steady state. We express the particle and

heat current in a form from which the physical interpretations of different terms contributing

to the transport are explicit. In Sec. 2.4, we introduce a numerical scheme to for computing

correlations of the system, which we use to express the bound state contributions to the

two point correlators in the nonequilibrium steady state. In Sec. 2.5, we use the numerical

scheme in to explicitly verify the results derived in this chapter for the case of 1-D Kitaev
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chain where we also discuss its transport properties. In Sec. 2.6, we discuss conductance of

next to nearest neighbor Kitaev chain. We summarize our results in Sec. 2.7

2.1 The model

We consider a wire coupled to thermal baths on its two ends. The wire Hamiltonian, HW ,

is taken to correspond to a spinless superconductor while the two baths are modelled by the

tight binding Hamiltonians, HL and HR. The L and R superscripts denote the baths on the

left and the right of the wire respectively. The couplings of the wire with the two baths,

HWR and HWL, are also modelled by tight binding Hamiltonians. Let us denote by {cm, c†m},

{cν , c†ν} and {cν′ , c†ν′} the annihilation and creation operators of the system, left bath and

the right bath respectively. These satisfy usual fermionic anti-commutation relations. For

lattice sites on the bath we use the Latin indices, i, j, ..., for sites on the left reservoir we

use the Greek indices, α, ν, ..., and for sites on the right reservoir, the primed Greek letters

α′, ν ′, .... We take the Hamiltonian of the full system of wire and baths as follows:

H = HW +HWL +HWR +HL +HR, (2.1)

where

HW =
∑
mn

HW
mnc

†
mcn + ∆mnc

†
mc
†
n + ∆†mncmcn, (2.2)

HWL =
∑
νm

V L
mνc

†
mcν + V L†

νmc
†
νcm, (2.3)

HWR =
∑
ν′m

V R
mν′c

†
mcν′ + V R†

ν′mc
†
ν′cm, (2.4)

HL =
∑
µν

HL
µνc
†
µcν (2.5)

HR =
∑
µ′ν′

HR
µ′ν′c

†
µ′cν′ . (2.6)
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2.2 Quantum Langevin equations and Green’s function

formalism

We now follow the approach of Ref. [33] to obtain the NEGF-type results for this system.

First we note that the Heisenberg equations of motion for the wire sites and bath sites are

given by:

ċl = −i
∑
m

HW
lmcm − i

∑
m

Klmc
†
m − i

∑
α

V L
lαcα − i

∑
α′

V R
lα′cα′ , (2.7)

ċα = −i
∑
ν

HL
ανcν − i

∑
l

V L†
αl cl, (2.8)

ċα′ = −i
∑
ν′

HR
α′ν′cν − i

∑
l

V R†
α′l cl, (2.9)

where Klm = (∆ − ∆T )lm. We treat the term containing cl in Eq. (2.8) and Eq. (2.9) as

the inhomogeneous parts and solve these equations using the following Green’s functions

corresponding to the homogeneous part of the equations:

g+
L (t) = −ie−itHL

θ(t) =

∫ ∞
−∞

dω

2π
g+
L (ω)e−iωt, (2.10)

g+
R(t) = −ie−itHR

θ(t) =

∫ ∞
−∞

dω

2π
g+
R(ω)e−iωt. (2.11)

In terms of these, we obtain the following solutions for the reservoir equations (for t > t0):

cα(t) = i
∑
ν

[g+
L (t− t0)]ανcν(t0) +

∫ t

t0

ds
∑
νl

[g+
L (t− s)]ανV L†

νl cl(s), (2.12)

cα′(t) = i
∑
ν′

[g+
R(t− t0)]α′ν′cν′(t0) +

∫ t

t0

ds
∑
ν′l

[g+
R(t− s)]α′ν′V R†

ν′l cl(s). (2.13)
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Substituting these results in the Heisenberg equation for the wire sites we have:

ċl = −i
∑
m

HW
lmcm − i

∑
m

Klmc
†
m − iηLl − iηRl

− i
∫ t

t0

ds
∑
ανm

V L
lα[g+

L (t− s)]ανV L†

νmcm(s)− i
∫ t

t0

ds
∑
α′ν′m

V R
lα′ [g

+
R(t− s)]α′ν′V R†

ν′mcm(s),

(2.14)

where

ηLl = i
∑
αν

V L
lα[g+

L (t− t0)]ανcν(t0), (2.15)

ηRl = i
∑
α′ν′

V R
lα′ [g

+
L (t− t0)]α′ν′cν′(t0). (2.16)

At t = t0, we choose the two reservoirs to be described by grand canonical ensembles at

temperatures and chemical potentials given by (TL, µL) and (TR, µR) respectively. This

allows us to determine the correlation properties of the terms ηLl and ηRl . For the left bath

we have:

〈
ηLl (t)ηLm(t′)

〉
=
〈
ηL†l (t)ηL†m (t′)

〉
= 0, (2.17)〈

ηL†l (t)ηLm(t′)
〉

=
∑
αµνσ

V L∗
lα [g+∗

L (t− t0)]ανV
L
mµ[g+

L (t′ − t0)]µσ
〈
c†ν(t0)cσ(t0)

〉
, (2.18)

with similar expressions for ηRl . We thus see that Eq. (2.14) has the structure of a quantum

Langevin equation for the wire where the reservoir contributions are split into noise (terms

given by ηLl and ηRl ), and dissipation (the terms in Eq. (2.14) involving integral kernels).

At this point we take a digression to simplify Eq. (2.18) and write it in Fourier space.

Let ψLq (α) and λLq be the single-particle eigenvectors and eigenvalues of the left reservoir

Hamiltonian, HL. Using this and the fact that the left bath is initially described by a grand
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canonical ensemble with temperature TL and chemical potential µL we get

[g+
L (t− t0)]νσ = −iθ(t− t0)

∑
q

ψLq (ν)ψL∗q (σ)e−iλ
L
q (t−t0), (2.19)

〈
c†ν(t0)cσ(t0)

〉
=
∑
q

ψL∗q (ν)ψLq (σ)fL(λLq ), (2.20)

where fL(λLq ) = f(λLq , µL, TL) is the Fermi-Dirac distribution function. Using these two

equations in Eq. (2.18) we have:

〈
ηL†l (t)ηLm(t′)

〉
=
∑
αν

V L∗
lα

(∑
q

ψL∗q (α)ψLq (ν)eiλ
L
q (t−t′)fL(λLq )

)
V LT

νm . (2.21)

Defining the Fourier transform

η̃l(ω) =

∫ ∞
−∞

dt

2π
ηl(t)e

iωt, (2.22)

we finally get the Fourier transform form of Eq. (2.21) as:

〈
η̃L†l (ω)η̃Lm(ω′)

〉
= ΓLml(ω)fL(ω)δ(ω − ω′), (2.23)

where ΓLml(ω) = (V LρLV L†)ml and ρLαν =
∑

q ψ
L
q (α)ψL∗q (ν)δ(ω − λLq ). Using Eq. (2.23) we

can also show that

〈
η̃Ll (ω)η̃L†m (ω′)

〉
= ΓLlm(ω) [1− fL(ω)] δ(ω − ω′). (2.24)

The correlation properties of the right bath would be of the same form.

Let us now return back to Eq. (2.14) and obtain its steady state solution. For this we assume

that one has taken the limits of infinite bath degrees of freedom and the time t0 → −∞. Then

it is expected that a steady state should exist provided certain conditions are satisfied [33].

For now we assume the existence of a steady state and will re-visit this question in the next

section. The Langevin equation in Eq. (2.14) is then amenable to a solution by Fourier
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transforms. To this end, we define

c̃l(ω) =

∫ ∞
−∞

dt

2π
cl(t)e

iωt, (2.25)

and substitute this in Eq. (2.14) to get

[Π(ω)]lmc̃m(ω)−Klmc̃
†
m(−ω) = η̃Ll (ω) + η̃Rl (ω), (2.26)

where

Π(ω) = ω −HW − Σ+
L(ω)− Σ+

R(ω), (2.27)

Σ+
L(ω) = V Lg+

L (ω)V L†, Σ+
R(ω) = V Rg+

R(ω)V R†. (2.28)

With some algebra one can also show:

ΓL(ω) =
1

2πi

[
Σ−L(ω)− Σ+

L(ω)
]
, (2.29)

ΓR(ω) =
1

2πi

[
Σ−R(ω)− Σ+

R(ω)
]
, (2.30)

where Σ−L = [Σ+
L ]† and Σ−R = [Σ+

R]†. We now write Eq. (2.26) in matrix form as:

Π(ω)C̃(ω)−KC̃†(−ω) = η̃L(ω) + η̃R(ω), (2.31)

where C̃(ω), C̃†(ω) and η̃L/R(ω) are column matrices with components c̃m(ω), c̃†m(ω) and

η̃
L/R
l (ω) respectively. A complex conjugation of Eq. (2.26) and transforming ω → −ω gives

us the following matrix equation:

Π∗(−ω)C̃†(−ω)−K∗C̃(ω) = ηL†(−ω) + ηR†(−ω) (2.32)

Using Eq. (2.32) and Eq. (2.31) we finally obtain the following expression for c̃m(ω):

c̃m(ω) = [G+
1 (ω)]ml

[
η̃Ll (ω) + η̃Rl (ω)

]
+ [G+

2 (ω)]ml

[
η̃L†l (−ω) + η̃R†l (−ω)

]
, (2.33)
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where

G+
1 (ω) =

1

Π(ω) +K[Π∗(−ω)]−1K†
, (2.34)

G+
2 (ω) = G+

1 (ω)K[Π∗(−ω)]−1. (2.35)

Thus we have obtained the steady state solution in terms of these two nonequilibrium Green’s

functions.

2.3 Nonequilibrium steady state properties

Using the solution for c̃m(ω) and the noise properties obtained in the previous section, we

now proceed to compute expectation values of various physical observables which are along

quadratic functions of the fermionic operators.

2.3.1 Steady state particle and energy currents

We first define the particle current in the wire. Clearly, the rate of change of total number

of particles in the left bath, NL =
∑

α c
†
αcα, gives the particle current, JL, entering the wire

from the left reservoir. A straightforward calculation then gives

JL = 2
∑
mα

Im[V L
mα

〈
c†m(t)cα(t)

〉
] (2.36)

= 2 Im

[∑
m

∫ ∞
−∞

∫ ∞
−∞

dωdω′ei(ω−ω
′)t

〈
c†m(ω)

∑
α

V L
mαcα(ω′)

〉]
(2.37)

From the Fourier transform of Eq. (2.8) we have

∑
α

V L
mαc̃α(ω′) = ηLm(ω′) + [Σ+

L(ω′)]mlc̃l(ω
′). (2.38)
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Using Eqs. (2.29,2.30,2.33) and the correlation properties of the noise terms we finally obtain

the following expression for current in the units where e = h = 1:

JL =

∫ ∞
−∞

dω

(
T1(ω)(f eL(ω)− f eR(ω)) + T2(ω)(f eL(ω)− fhR(ω)) + T3(ω)(f eL(ω)− fhL(ω))

)
,

where G−1 (ω) = [G+
1 (ω)]†, G−2 (ω) = [G+

2 (ω)]† and

T1(ω) = 4π2 Tr
[
G+

1 (ω)ΓR(ω)G−1 (ω)ΓL(ω)
]
, (2.39)

T2(ω) = 4π2 Tr
[
G+

2 (ω)ΓTR(−ω)G−2 (ω)ΓL(ω)
]

and (2.40)

T3(ω) = 4π2 Tr
[
G+

2 (ω)ΓTL(−ω)G−2 (ω)ΓL(ω)
]
. (2.41)

We have introduced electron and hole occupation numbers as f ex(ω) = f(ω, µx, Tx) and

fhx (ω) = f(ω,−µx, Tx), (x = L,R). The details of the calculation are presented in the

appendix 7.1. A similar expression can be obtained for JR which we define as the current

from the right reservoir into the system.

For ∆ = 0 case, it is straightforward to see that Eq. (2.39) agrees with the expression for

the current obtained in Ref. [33]. Also, for µL = −µR = µ and TL = TR = T it reduces to

JL =

∫ ∞
−∞

dω[T1(ω) + T3(ω)](f e(ω)− fh(ω)),

This form agrees with the current expression derived in Ref. [15] for a 1-D Kitaev chain with

nearest neighbour interactions.

From Eq. (2.39) we see that for TL = TR, µL = µR, JL, JR 6= 0 whenever ∆ 6= 0 and, in

general, the current at the left end and the right end are different, i.e JL 6= −JR. This result

initially appears to be surprising, but is basically due to the fact that the superconducting

pairing matrix ∆lm in the Kitaev wire is not calculated self-consistently but is taken as a

fixed parameter of the wire Hamiltonian. This becomes clear if we consider the equation for
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the total number operator of the wire:

d

dt

(∑
l

〈c†l (t)cl(t)〉

)
= JS + JL + JR, (2.42)

where JS =
∑

l,m 2 Im
{
Klm〈c†l c†m〉

}
is the extra contribution from the superconducting terms

of the wire Hamiltonian. In the steady state the left hand side vanishes and the fact that

JL + JR 6= 0 can be understood in terms of the extra pairing current JS. Physically our

set-up corresponds to a wire that is in contact with a superconducting wire and the so-called

proximity effect induces superconductivity in the wire. The superconducting substrate acts

as an electron reservoir [53, 54, 55] and acts like a ground for the wire. Thus current can

enter the wire through the left and right reservoirs and flow into the superconductor. Also,

JS need not vanish even when the baths are initially at the same chemical potentials and

temperatures and hence, JL and JR may take non-zero values. Note that imposing the

self-consistency condition, namely

Klm = 〈cmcl〉 = 〈c†l c
†
m〉∗, (2.43)

for all l,m, would give JS = 0 and in that case we would get the expected charge conservation

condition JL = −JR.

We comment on the physical interpretation of the three different parts in Eq. (2.39): the

first term corresponds to normal electrons being transmitted from the left to the right bath

(normal transmission), the second term corresponds to the process of an electron from the

left bath being scattered as a hole into the right bath (Andreev transmission) while the third

term corresponds to the electron from the left bath scattered back as a hole into the left

bath again (Andreev reflection). The probability of these three processes are then given

respectively by T1(ω), T2(ω) and T3(ω). Defining the conductance at the left end (in units

of e2/h) by

GL(TL, µL) =
∂JL
∂µL

, (2.44)
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we get at zero temperature (TL = TR = 0):

GL = T1(µL) + T2(µL) + T3(µL) + T3(−µL). (2.45)

Due to the particle-hole symmetry of the Hamiltonian, we expect T2(ω) and T3(ω) to be even

functions of ω. Therefore, T3(ω) contributes twice to the conductance which represents the

fact that in Andreev reflection, a total of two electrons are transferred across the junction

as a single cooper pair.

We now turn to the computation of the energy current, which is readily obtained using our

formalism. The energy current coming into the wire from the left end can be obtained by

the rate of change of left bath Hamiltonian, HL. So, we consider d
dt

〈
HL
〉

and then use the

Heisenberg equations of motion for the left reservoirs operators to obtain:

JHL = − d

dt

〈
HL
〉

= 2
∑
lν

Im
{

[V LHL]lν〈c†l cν〉
}
, (2.46)

where JHL is the energy current flowing into the wire. This can be simplified by using Eq. 2.8

to obtain,

JHL = −2 Im

[∑
m

∫ ∞
−∞

∫ ∞
−∞

dωdω′ei(ω−ω
′)tω′

〈
c†m(ω)

∑
α

V L
mαcα(ω′)

〉]
. (2.47)

Comparing this with the expression for particle current in Eq. (2.37), it can be seen that

this would yield the same expression with an extra factor of ω in the integral. After some

simplification this then gives:

JHL =

∫ ∞
−∞

dω ω [T1(ω) + T2(ω)] (f eL(ω)− f eR(ω)). (2.48)

The low temperature thermal conductance is given by

GH
L =

dJHL
dTL

=
k2
Bπ

2TL
6

GT (µL), (2.49)
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where, GT (µL) = 2(T1(µL)+T2(µL)) and is of similar form as obtained in Ref. [56]. Therefore,

only two processes contribute to the heat current the normal transmission and the Andreev

transmission. The Andreev reflection term does not contribute to the energy current since

the particle and hole each carry a unit of energy and so no net energy is transferred across

the junction. Note also that, unlike the electron current, the energy current is the same at

both ends of the wire and indeed anywhere inside the wire since energy is conserved.

The general expressions for particle current and energy current in Eqs. (2.39,2.48) are two

of our main results. These expressions provide compact formulas for thermal and particle

conductances and may be used to study these physical quantities in systems defined on

arbitrary lattices with interactions between arbitrary sites.

2.3.2 Two point correlations

We now compute the full two-point correlation matrices 〈c†l cm〉, 〈clcm〉, 〈c
†
l c
†
m〉 in the NESS.

These would allow one to obtain the local particle densities, 〈c†l cl〉, and local currents (nor-

mal and superconducting) anywhere in the system. We start by writing the steady state

correlations in the Fourier representation:

NSS
lm =

〈
c†m(t)cn(t)

〉
=

∫ ∫
dωdω′ei(ω

′−ω)t
〈
c†m(ω)cn(ω′)

〉
. (2.50)

Then using the solution in Eq. (2.33) and the noise properties a straightforward computation

gives:

NSS
lm =

∑
x=L,R

∫
dω

[
[G+

1 (ω)Γx(ω)G−1 (ω)]nmf
e
x(ω) + [G+

2 (ω)ΓTx (−ω)G−2 (ω)]nmf
h
x (ω)

]
. (2.51)

A similar computation gives

MSS
lm = 〈ci(t)cj(t)〉

=
∑
x=L,R

∫
dω[Qx(ω)]ij + [QT

x (ω)−Qx(ω)]ijfx(ω), (2.52)
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where QL/R(ω) = G+
1 (ω)ΓL/R(ω)G+T

2 (−ω). Substituting this in the expression for JS =∑
l,m 2 Im

{
Klm〈c†l c†m〉

}
, we get its steady state value,

JS = 2

∫
dω Im

{
Tr
[
Q†L(ω)K

]}
(2fL(ω)− 1) + Im

{
Tr
[
Q†R(ω)K

]}
(2fR(ω)− 1)

From Eq. (2.52), it also follows that 〈{ci(t), cj(t)}〉 =
∫
dω[QL(ω) + QT

L(ω) + QR(ω) +

QT
R(ω)]ij = Iij. It turns out that these integrals do not always vanish. This is at first

surprising since we expect that the usual anti-commutation properties of the fermionic op-

erators should hold. The underlying reason is that the results presented so far assume the

existence of a steady state. However this is true only if there are no bound states in the system

(wire+baths). In case there are bound states present in the system, then their contributions

to the expressions of the correlations have to be added separately. For the case of Eq. (2.52),

the contribution from the bound state would ensure the vanishing of 〈{ci(t), cj(t)}〉. To

calculate the contributions of the bound states requires one to use an approach involving

the diagonalization of the full Hamiltonian of the two baths and wire and identification of

the bound states. We describe this in the next section where we present the contributions

of the bound states to the correlations. We relegate the details of the calculation to an

appendix 7.2. In Sec. 2.5, we will demonstrate numerically that these contributions ensure

that the commutation relations hold and also show their effect on the density correlations.

2.4 An exact numerical approach for computing corre-

lations in finite systems and the bound state con-

tribution to the two point correlators

The fact that our system is described by a quadratic Hamiltonian means that the exact

diagonalization of the system becomes a much simpler problem [57, 58]. Let NS be the total

number of lattice sites in the entire system of wire and the two reservoirs. Then instead of

diagonalizing a 2NS×2NS matrix, the problem reduces to the diagonalization of a 2NS×2NS

18



matrix. To see this we define a 2NS-component column vector:

χ =

C

C†

 ,where C =


CW

CL

CR

 , (2.53)

and CW , CL and CR are column vectors containing the wire, left bath and the right bath

operators respectively. Note that χ†NS+i = χi, for i = 1, 2, . . . , NS. We can then write the

Hamiltonian in Eq. (2.1) in the form

H =
1

2
χ†Zχ+

1

2
Tr[HS], (2.54)

where Z is a 2NS × 2NS matrix defined as

Z =

HS KS

K†S −H∗S

 , (2.55)

with

HS =


HW VL VR

V †L HL 0

V †R 0 HR

 and KS =


K 0 0

0 0 0

0 0 0

 . (2.56)
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As can be easily verified, the 2NS eigenvectors of the matrix Z occur in pairs of the form

ψi =



u1(εi)

u2(εi)

.

.

uNS(εi)

v1(εi)

.

.

vNS(εi)



φi =



v∗1(εi)

v∗2(εi)

.

.

v∗NS(εi)

u∗1(εi)

.

.

u∗NS(εi)



, i = 1, 2, . . . , NS, (2.57)

where the eigenvectors ψi and φi correspond respectively to eigenvalues εi and −εi. Let us

define the NS × NS matrices U , V and E with matrix elements Usi = us(εi), Vsi = vs(εi)

and Eij = εiδij, respectively. Then we see that the matrix W which diagonalizes Z has the

structure

W =

U V ∗

V U∗

 , (2.58)

so that

W †ZW =

E 0

0 −E

 . (2.59)

We define new fermionic variables ζ = W †χ and note that due to the structure in Eq. (2.58),

ζNS+i = ζ†i , for i = 1, 2, . . . , NS. Note that this transformation mixes the operators cor-

responding to different sites of the wire and the bath, and the index i does not refer to

any lattice site. The ζi correspond to the “normal modes” of the system. In this basis the

Hamiltonian then takes the form

H =

NS∑
i=1

εi

(
ζ†i (t)ζi(t)−

1

2

)
+

1

2
Tr[HS]. (2.60)

The evolution of the ζ operators is simply given by ζj(t) = e−iεjtζj(0). Therefore, a two point

correlator of the original operators at any time t can be expressed in terms of ζ operators at
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t = 0 via the transformation W . For the correlator 〈c†p(t)cq(t)〉, where p, q denotes any site

on the entire system, we thus obtain:

〈c†p(t)cq(t)〉 =

NS∑
l,m=1

[
T NS+l,NS+m
NS+p,q ei(εl+εm)t〈ζ†l ζ

†
m〉

+ T lmNS+p,qe
−i(εl+εm)t 〈ζlζm〉+ T NS+l,m

NS+p,q e
−i(−εl+εm)t〈ζ†l ζm〉

+ T l,NS+m
NS+p,q e

−i(εl−εm)t〈ζlζ†m〉
]
, (2.61)

where T lmpq = WplWqm and ζi in the above equation denotes ζi(0). Using the transformation

ζ = W †χ, the two point correlations of the ζ operators at t = 0 can be determined from the

two point correlations of cp and c†p at t = 0, which are known once the initial state of the

system is specified. In particular we know these correlations for the product initial state used

in the previous section, where the reservoirs are described by thermal states with specified

temperatures and chemical potentials, while the system is in an arbitrary initial state.

The numerical approach thus consists of finding the eigenspectrum of the matrix Z and then

computing the time evolution of any two-point correlator using Eq. (2.61). Our interest will

be in looking at correlations in the wire. For a finite bath we expect to see steady state

behaviour of the wire correlations in a time window, which is after some initial transients

and before the finite bath effects show up. Thus the correlations would first show some

initial evolution, then show a long plateau before finite size effects show up. The steady

state properties can be extracted from the plateau region. We will use this procedure in the

next section to directly verify the steady state results given by the analytic expressions in

the previous section.

2.4.1 Bound states

As discussed earlier we can look for the existence of bound states by examining the spectrum

of the matrix Z. The bound state corresponds to states which lie outside the band width

of the baths and the corresponding eigenvector would be spatially localized. The existence
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of such bound states in general cause persistent oscillations and steady state properties

can become periodic in time. We are in fact now in a position to write down the bound

state contributions to Eq. 2.51 and Eq. 2.52 respectively. Let us write the eigenvector of

the matrix Z corresponding to a bound state with eigenvalue E in the form

ΨE

ΦE

 where

ΨE(q) = uq(E) and ΦE(q) = vq(E)(q runs from 1 to NS). Following Ref. [33], we then see

that the contribution of the bound states to Eq. 2.51 and Eq. 2.52 are given by

NBS
lm (t) =

∑
i,j,Eb,Eb′ ,x=L,R

ei(Eb′−Eb)t

[
ΨEb(l)Ψ

∗
Eb

(j)ΨEb′
(i)Ψ∗Eb′ (m)

∫
dω

[Γx(ω)]jifx(ω)

(ω − Eb)(ω − Eb′)

+ ΨEb(l)Φ
∗
Eb

(j)ΦEb′
(i)Ψ∗Eb′ (m)

∫
dω

[ΓTx (ω)]ji(1− fx(ω))

(ω + Eb)(ω + Eb′)
+ ΨEb(l)Φ

∗
Eb

(j)ΦEb′
(i)Ψ∗Eb′ (m)δij

]
, and

(2.62)

MBS
lm (t) =

∑
i,j,Eb,Eb′ ,x=L,R

e−i(Eb′+Eb)t

[
ΨEb(l)Ψ

∗
Eb

(j)ΦEb′
(i)Ψ∗Eb′ (m)

∫
dω

[Γx(ω)]jifx(ω)

(ω − Eb)(ω + Eb′)

+ ΨEb(l)Φ
∗
Eb

(j)ΨEb′
(i)Ψ∗Eb′ (m)

∫
dω

[ΓTx (ω)]ji(1− fx(ω))

(ω + Eb)(ω − Eb′)
+ ΨEb(l)Ψ

∗
Eb

(j)ΦEb′
(i)Ψ∗Eb′ (m)δij

]
(2.63)

respectively. The sum in these expressions runs over all bound state eigenvectors of Z with

positive as well as negative eigenvalues. These are identified from the spectrum of Z as

eigenvectors corresponding to eigenvalues which lie outside the band. In the next section,

we demonstrate numerically the fact that the addition of these two corrections to the steady

state values gives us the exact long time behaviour of the correlators of the wire. As is

clear from these expressions, the bound state contribution would in general cause persistent

oscillations in two point correlations of the wire and hence, in all the steady state properties

of the wire. The frequencies of these oscillations would be the sum and differences of the

energies of the corresponding high energy bound states.
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2.5 Numerical verification of QLE-NEGF results and

the bound state contributions in a nearest neigh-

bour Kitaev chain

We apply the numerical approach of the previous section on the one-dimensional Kitaev

chain to verify the analytical results in Sec. (2.3). We consider a one-dimensional system

with N sites on the wire and Nb on each of the two baths and so NS = N + 2Nb. The full

system Hamiltonian is given by:

H = HW +HL +HWL +HR +HWR

=
N−1∑
j=1

[
−µwa†jaj +

(
− ηwa†jaj+1 + ∆ajaj+1 + c.c.

)]
+

Nb−1∑
α=1

[
−ηb(bL†α bLα+1 + bL†α+1b

L
α)
]
− VL(a†1b

L
1 + bL†1 a1)

+

Nb−1∑
α′=1

[
−ηb(bR†α′ b

R
α′+1 + bR†α′+1b

R
α′)
]
− VR(a†Nb

R
1 + bR†1 aN), (2.64)

where {aj, a†j}, {bRα , bR†α },{bLα′ , b
L†
α′ } are annihilation and creation operators on the wire, right

and left bath sites respectively. As in Sec. (2.2), we start from the initial state:

ρ =
e−βL(HL−µLNL)

ZL
⊗ |0〉 〈0| ⊗ e−βR(HR−µRNR)

ZR
, (2.65)

where NL,R are the number operators in the baths, Zx = Tr
(
e−βx(Hx−µxNx)

)
, x = L,R, the

partition functions of the baths and |0〉〈0| refers to the wire being initially completely empty.

With this choice of the initial state, we can compute all the t = 0 correlations required in

Eq. (2.61). The eigenvalues and eigenfunctions of the matrix Z defined in the previous

section, corresponding to the Hamiltonian Eq.(2.64), can be easily computed numerically for

chains of finite length NS. For our numerical example we take N = 2, Nb = 100, and use

Eq. (2.61) in the previous section to calculate the time evolution, at any finite time, of the

currents JL(t) = −2VLIm[〈a†1(t)bL
1 (t)〉], JR(t) = −2VRIm[〈a†N(t)bR

1 (t)〉] at the two boundaries
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and the densities N1(t) = 〈a†1(t)a1(t)〉, N2(t) = 〈a†2(t)a2(t)〉.

(a) (b)

(c) (d)

Figure 2.1: Comparison of numerical time-evolution and analytical steady state results:
Parameter values — N = 2, Nb = 100, µR = 1, βR = 10, µL = 0, βL = 0, VL = VR = ηw = 1,
µw = 0, ηb = 1.5 and ∆ = 0.40. (a) Comparison of the numerically calculated particle
current at the left, JL(t), and the right, JR(t), end of the wire with the corresponding value,
Jth, given by the expression in Eq. (2.39). (b) Comparison of the numerically calculated
densities, N1(t) = 〈a†1(t)a1(t)〉 and N2(t) = 〈a†2(t)a2(t)〉, on the two sites of the wire with the
corresponding value, Nth, given by the expression in Eq. (2.51). Similarly, (c) and (d) show
the comparison of the energy current and the energy density from direct numerics with the
values obtained from steady state expressions. Note that the left and the right heat currents
have the same magnitude unlike the particle currents. The initial oscillations seen in the
plots correspond to the transient phase, while the behaviour near t = 60 is due to the finite
size of the baths. In the intermediate region we see perfect agreement between the numerical
solution and the steady state value.

The general analytic expressions for the steady state properties of the wire are in terms of the
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(a) ∆ = 2 (b) ∆ = 5

Figure 2.2: Spectrum of the entire system at parameter values N = 2, Nb = 100, V L = V R =
ηw = 1, µw = 0 and ηb = 2.5 for two values of ∆. In (a) we do not see any discrete energy
level while in (b) a discrete energy level outside the main band can be seen. As discussed in
the text, the non-existence of a steady state, indicated in a non-vanishing Iij, is related to
the existence of the discrete level which corresponds to a bound state (see Fig. (2.3)).

two Green’s functions G+
1 (ω) and G+

2 (ω) defined in Eq. (2.34) and Eq. (2.35) respectively.

For the Hamiltonian given in Eq. (2.64), the various matrices involved in them take simpler

forms and one finds [33]:

Kij = ∆(δi,j+1 − δi,j−1), (2.66)

[Σ+
L(ω)]ij = V 2

Lg(ω)δi1δj1, (2.67)

π[ΓL(ω)]ij = V 2
L Im{g(ω)}δi1δj1, (2.68)

[Σ+
R(ω)]ij = V 2

Rg(ω)δiNδjN , (2.69)

π[ΓR(ω)]ij = V 2
R Im{g(ω)}δiNδjN , (2.70)

[Π(ω)]ij = ωδij + ηs(δi,j+1 + δi,j−1),

− V 2
Lg(ω)δi1δj1 − V 2

Rg(ω)δiNδjN , (2.71)

where g(ω) = [g+
L (ω)]11. Since g+

L (ω) is the inverse of a tri-diagonal matrix, it can be shown
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that [33]

g(ω) =


1
ηb

(
ω

2ηb
−
√

ω2

4η2b
− 1
)
, if ω > 2ηb

1
ηb

(
ω

2ηb
+
√

ω2

4η2b
− 1
)
, if ω < −2ηb

1
ηb

(
ω

2ηb
− i
√

1− ω2

4η2b

)
, if |ω| < 2ηb.

(2.72)

Using Eqs. (2.66- 2.72) we can compute the steady state value of the current and densities

by direct substitution of these expressions in Eq. (2.39) and Eq. (2.51). The integrations

over ω in the resulting expressions are carried out numerically. In Fig. (2.1) we show the

comparison between the values for the steady state currents (particle and heat) and densities

obtained from Eqs. (2.39,2.48,2.51) with the corresponding values obtained from the direct

time evolution.

In general we find that, for the parameter regimes over which there exists a steady state,

Eq. (2.39) gives the value of the steady state current. We also verified that this expression

reproduces the results given in Ref. [15]. As discussed in the end of Sec. (2.3), the non-

vanishing of Iij in fact indicates the presence of bound states which leads to the break-down

of the NESS assumption. In Figs. (2.2a,2.2b) we show the full energy spectrum of the system

for the parameter values N = 2, Nb = 100, V L = V R = ηs = 1, ηb = 2.5 and for two values

of ∆. We see the appearance of a discrete energy level, indicating a bound state, for the

parameter value ∆ = 5. In Fig. (2.3a) we show the variation, with ∆, of the quantity∑
i,j |Iij|

2 for different parameter regimes of the Hamiltonian in Eq. (2.64) with N = 2.

We see that the bound state contribution, for any fixed ηb, only kicks in after some critical

value of ∆. In Fig. (2.3b) we show the variation of the energy gap, between the bound

state level and the band edge, over the same parameter regimes as in Fig. (2.3a). For any

fixed ηb, we see that the bound state appears at the same value of ∆ as that where Iij in

Fig. (2.3a) becomes non-vanishing. In Fig. (2.3c) we plot the real and imaginary parts of the

two point correlator M12 = 〈a1(t)a2(t)〉, in the presence of bound states, and compare the

values obtained from the numerical simulations (Y (t)) with the analytic results [MSS
12 +MBS

12 ,

using Eqs. (2.52,2.63)]. In the long time limit, the observed agreement requires that we add
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(a) (b)

(c) (d)

Figure 2.3: (a) The variation of
∑

ij |Iij|
2 over different parameters of the Hamiltonian in

Eq. (2.64) with ηs = VL = VR = 1 and N = 2. Physically this quantity should identically
vanish. We see that this happens only for for certain parameter regimes of the Hamiltonian.
In (b) we verify that the non-zero values are associated to the presence of high energy bound
states in the spectrum of the full system seen in Fig. (2.2). This plot shows the gap between
the bound state energy and the edge of the band, Ebound, for the same parameters as in
(a). We see that the value of ∆ at which the bound state appears is exactly the same value
where the corresponding curves in (a) start taking non-zero values. (c) and (d) demonstrate
that the numerical simulation for the two-point correlators agrees with the analytic results
obtained by adding the bound state contributions to the steady-state values. While (c) shows
that the commutation relations are satisfied when we add the bound state contribution (d)
on the other hand depicts the persistent oscillations in the particle densities due to the bound
states. Parameter values for these two plots are N = 2 for (c) and N = 3 for (d), Nb = 100,
µR = 1, βR = 10, µL = 0, βL = 0, VL = VR = ηw = 1, µw = 0, ηb = 1 and ∆ = 0.80.

the bound state contributions and we recover the correct anti-commutation relations. The

bound state contribution leads to persistent oscillations in properties such as densities and

this can be seen in Fig. (2.3d) where we compare the analytic result from Eq. 2.62) with the

numerical simulation.
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(a) (b)

(c) (d)

Figure 2.4: Variation of zero temperature conductance and the terms contributing to it
with the left bath chemical potential, µL. Parameter values– N = 100, VL = VR = 0.2,
ηw = µw = 1, ηb = 1 and ∆ = 0.25.

So far we have discussed short wires and highlighted the role of bound states and how the

steady state description needs to be modified in their presence. We now briefly discuss

the case of long Kitaev wires where we expect topological phases with Majorana bound

states. These zero-energy bound states lie inside the bath band widths and so do not lead to

problems in the steady state. The conductance of the Kitaev chain is given by Eq. (3.12) and

here we provide a numerical demonstration of the interpretation of the three transmission

terms in this equation (see discussions after Eq. (3.12)). For a long wire, Fig. (2.4a) shows

the conductance result which reveals the well known zero bias peak of strength 2 in the
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(a) (b)

Figure 2.5: (a)Variation of thermal conductance at µL = 0 in units of π2k2
BTL/6 with the

chemical potential, µw, on the wire for different wire sizes. (b) shows the wave function of
the Majorana zero mode at µw far away and close to the topological phase transition point
for N = 100. The extended nature of the Majorana wave functions spreading across the wire
can be clearly seen when µw is close to the phase transition point. Other Parameter values–
VL = VR = 0.25, ηw = ηb = 1 and ∆ = 0.3.

topologically non trivial parameter regime,|µw| < 2|ηw|, of the wire Hamiltonian. This

peak is due to the existence of the zero energy Majorana bound states in this parameter

regime. In Figs. (2.4b,2.4c,2.4d) we show the variation of the three terms which contribute

to the conductance. As is clear from these plots, the peak is due to the perfect Andreev

reflection at zero bias owing to the Majorana bound state. Within the superconducting gap,

we also find T1(µL) = T2(µL) = 0 for long wires which is consistent with their physical

interpretation as normal and Andreev transmission amplitudes. The transmission from left

to right bath for long wires(long enough so that the Majorana modes are isolated) can only

occur via excitation of quasiparticles within the wire which is not possible if µL lies within

the superconducting gap.

We now consider the thermal conductance at the left end at zero bias (µL = 0). This is given

by Eq. (2.49) and we see that it is proportional to the net transmission, T1(0)+T2(0). As we

just discussed, if the wire is long enough so that the Majorana modes have no overlap within

the wire, the net transmission and hence the zero bias thermal conductance would be zero.

However, for a fixed finite size of the wire as we move closer to the topological phase transition
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point, µw = 2ηw, the spread of the Majorana zero modes in the wire increases and as we

approach the phase transition point, these modes hybridize to form two extended modes.

This can be seen in Fig .(2.5b) where we plot the MBS wavefunctions for a few different

µw values. This would then result in non-zero transmission probabilities at zero bias. As a

result the thermal conductance for a finite sized wire will take finite values sufficiently close

to the transition point. In Fig. (2.5a) we show the variation of thermal conductance at zero

bias with µw while keeping other parameters fixed. We see that for a fixed N the thermal

conductance peaks to a strength 1 (in units of the thermal conductance) at a µw value close

to the infinite size phase transition point. Note that this means that Andreev reflection is

now suppressed and so the electrical conductance peak at zero bias would reduce from the

value 2. We also see that with increasing system size, the the peak becomes narrower and

moves closer to the phase transition point. This peak has been noted recently [56] and we

point out here that there are strong finite size effects and in particular the vanishing width

with increasing wire size would make this difficult to observe experimentally.

2.6 Next nearest neighbour Kitaev chain

Finally in this section, as an application of our very general formalism, we discuss the

transport properties of an open Kitaev chain with interaction couplings that extend beyond

nearest neighbours. In particular we consider a wire Hamiltonian with next nearest neighbour

couplings:

HW =
N∑
j=1

[
−µwa†jaj − η1

(
a†jaj+1 + ajaj+1 + c.c.

)
− η2

(
a†jaj+2 + eiθajaj+2 + c.c.

)]
. (2.73)

The other parts of the total Hamiltonian (bath and wire-bath coupling) are taken to be the

same as the Hamiltonian in Eq. 2.64. Such models have been discussed for the closed system

and follow from Jordan Wigner transformation of a 1-D transverse Ising model with three

spin interactions. The phase diagram of such a model reveals very interesting features [59].
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For θ = 0, one has two different topologically non-trivial phases, phase-1 and phase-2, apart

from the topologically trivial phase (phase-0). Phase-1 and phase-2 contain one and two

zero modes localized at each end respectively. However, for θ 6= 0 the energy of the localized

modes of phase-2 is lifted from zero to a finite value. These facts can be seen in the spectrum

of the isolated wire Hamiltonian in the three phases for the case of zero and non-zero θ and

we show this in Fig. (2.6a) and Fig. (2.6b). The different values of η2 = −1.5, 0.5, and 1 in

these spectral plots lie in the parameter regimes of phase-2, phase-0 and phase-1 respectively.

The topological edge modes can be seen between the superconducting gap near zero energy.

In Fig. (2.6c) and Fig. (2.6d) we show the conductance results of this model obtained from

Eq. 2.45, evaluated with the Hamiltonian in Eq. (2.73), for the parameter regimes of the

three phases at zero and non-zero θ respectively. We see that for θ = 0 there is a single zero

bias peak as all topological edge modes in the three phases are of zero energy. However, for

θ 6= 0 we see two distinct peaks of strength 2 for the case of phase-2 at the same energy

as the energy of the topological edge mode. Thus phase-2 is accompanied by two perfect

Andreev reflections at energies of the edge modes and the degeneracy of the modes localized

at the two ends is broken. Phase-1 on the other hand is has a single peak at zero energy

for θ being zero or non-zero representing the fact that the degeneracy of the zero modes at

the two ends is not lifted. Phase-0 as usual has no such peak since there are no edge modes.

The splitting of the conductance peak seen in Fig. (2.6d) has recently been observed in a

ladder system of two coupled chains with longe range interactions (power-law form) within

each chain [60].
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(a) θ = 0 (b) θ = 0.1

(c) θ = 0 (d) θ = 0.1

Figure 2.6: (a) and (b) show the spectrum of an isolated next nearest neighbour Kitaev chain
at the parameter values η1 = 1, µw = −2, N = 100, VL = VR = 0.3 and ηb = 1.5 at zero and
non-zero values of θ and for the values of η2 = −1.5, −0.5 and 1 corresponding to phase-2,
phase-0 and phase-1 respectively. The topological edge modes can be seen in the spectral
plots in between the superconducting gap. The corresponding conductance results obtained
from Eq. 2.45 are shown in (c) and (d). The conductance plots for θ = 0 show a single zero
bias peak for the two topologically non-trivial phases while they show two distinct peaks for
a non-zero θ value for phase-2.

2.7 Conclusion

In conclusion, we considered transport in a wire that is modelled by a spinless superconductor

with a mean-field pairing form for the interaction term, so that it is effectively described by a

general quadratic Hamiltonian. We investigated transport in the wire for the so-called N-S-N

geometry where the superconductor is placed between normal leads. Thus, in our set-up, the
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wire is attached to free electron baths at different temperatures and chemical potentials and

we investigated particle and energy transport, using the open system framework of quantum

Langevin equations (QLE) and nonequilibrium Green’s function (NEGF).

Our main results are the exact analytic expressions for the particle current, energy current,

other two-point correlations in the nonequilibrium steady state and high energy bound state

corrections to them. These have the same structure as NEGF expressions for free electrons,

but now involve two sets of Green’s functions. We show that current expressions generically

involve three types of terms which can be physically interpreted in terms of normal and

Andreev processes. We also derive the Landauer formula for the heat current and show that

the Andreev reflection process does not contribute to this leading to absence of a zero bias

peak in the thermal conductance for parameter regimes far away from the topological phase

transition point. However, for fixed wire sizes the zero bias thermal conductance shows a

peak as one moves sufficiently close the transition point. To derive these expressions one has

to assume the existence of a nonequilibrium steady state and we relate this to the existence

of bound states (discrete energy levels) in the spectrum of the entire coupled system of

the superconducting wire and the baths. The role of bound states on the existence of

steady states is known for normal systems [33, 61, 62, 63] and has recently been investigated

numerically for the case of superconductors in Ref. [58]. In the present work, we examined

this issue analytically for a general spinless superconductor and obtained explicit expressions

for the bound state contributions to the two point correlators.

Next, by performing an exact numerical diagonalization of the full quadratic Hamiltonian of

wire and baths, we computed the time evolution of the current and local densities, starting

from the same initial density matrix as used in the steady state calculations. We then

showed that the results from this approach agree perfectly with the analytic expressions,

both for the case where there are no high energy bound states and also in the presence of

such states after we add the additional correction terms to the usual steady state results.

We verify from the numerics that these correction terms are crucial in ensuring that the

fermionic anti-commutation relations are satisfied. Our analytic results for the bound states

also reproduce the persistent temporal oscillations observed in the steady state.
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Finally, as an application of our general formalism, we investigated the conductance results

of long wires for a Kitaev chain with next neighbour interactions. In particular it is known

that several interesting topological phases are obtained if one adds a phase difference between

the superconducting parings of the nearest neighbour and next neighbour terms. We found

that the conductance peak of strength 2 exists whenever the system is in a topologically non-

trivial phase. However, in the topologically non-trivial phase-3 the presence of the phase

difference leads to a lifting of the degeneracy of the topological edge modes and consequently

the conductance results showed two distinct peaks at the new energies of the edge modes.

Our general formalism can be readily applied to other physically interesting set-ups such as

those studied in Refs. [64, 65].
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Chapter 3

Equivalence of Scattering and

QLE-NEGF in 1-D Kitaev Chain

Multiple scattering processes lead to transport of particles and energy in a Kitaev chain

as we discussed in the previous chapter. These include the normal transmission, normal

reflection, Andreev’s transmission and reflection. In the previous chapter, we argued that

these scattering processes show up in the expression for the particle current as different

NEGF-transmission functions namely T1(ω), T2(ω) and T3(ω). In this chapter, we analyt-

ically demonstrate the physical interpretation of these terms as the normal transmission,

Andreev’s transmission and reflection respectively.

We start in Sec. 3.1, where we quickly reintroduce the Kitaev model connected to metallic

leads with a slightly different notation and state the main results of chapter 2. We also

qualitatively discuss the scattering approach and its expected equivalence with the QLE-

NEGF method. In Sec. 3.2 we provide explicit details of the calculation involved in scattering

approach and also discuss the zero mode Majorana bound state(MBS) in this system. The

analytical proof for the equivalence of the two approaches is given in Sec. 3.3. We conclude

in Sec. 3.4.
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3.1 The model and the equivalence of the two approaches

In this section, we introduce the model for the Kitaev chain connected to reservoirs at its two

ends and then summarize the results obtained by applying the QLE-NEGF approach and

the scattering approach to this model. After that, we qualitatively discuss the equivalence

of the two approaches which is later proven analytically in Sec. 3.3. As mentioned in the

previous chapter, the Hamiltonian of the Kitaev chain(1-D wire), HW , is given by normal

tight binding Hamiltonian with mean field BCS-type coupling between its neighbouring sites.

We once again take the reservoirs are taken to be semi-infinite chains with nearest neighbour

tight binding Hamiltonians, HL and HR. L and R refer to the left and the right reservoir

respectively. The finite ends of the reservoirs are placed at ends of the wire and its extremal

sites are coupled to the nearest reservoir sites via tight binding Hamiltonians, HWL and

HWR. The creation and annihilation operators, satisfying usual fermionic anti-commutation

relations, for the wire, the left bath and the right bath are denoted as {c†j, cj}, {c†α, cα} and

{c†α′ , cα′} respectively. The Latin indices j, k, .. are taken to label the sites on the wire. These

take values from 1, 2, ..., N , N being the number of sites on the wire. Similarly, Greek indices

α, ν, .. taking values from −∞, ...,−1, 0 and primed Greek indices α′, ν ′, .. taking values from

N + 1, N + 2, ...,∞ label the left reservoir and right reservoir sites respectively. The full
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Hamiltonian is thus given by,

H = HW +HWL +HWR +HL +HR, (3.1)

where HW =
N−1∑
j=1

[
−µwc†jcj − ηw(c†jcj+1 + c†j+1cj)

+∆(cjcj+1 + c†j+1c
†
j)
]
, (3.2)

HWL = −ηc(c†1c0 + c†0c1), (3.3)

HWR = −ηc(c†NcN+1 + c†N+1cN), (3.4)

HL = −ηb
0∑

α=−∞

c†αcα+1 + c†α+1cα, (3.5)

HR = −ηb
∞∑

α′=N+1

c†α′cα′+1 + c†α′+1cα′ , (3.6)

where ∆, ηw, µw are respectively the superconducting pairing strength, hopping amplitude

and the chemical potential on the sites of the wire, ηc is the coupling strength between the

wire and the reservoirs, and the hopping amplitude in the reservoirs is given by ηb. For

simplicity, all of these parameters are taken to be real. The reservoirs are initially described

by grand canonical ensembles at temperatures, TL, TR and chemical potentials, µL, µR and,

as we will see, this determines the correlation properties of the noise terms in the final

Langevin equations.

In the previous chapter, we showed that the current entering the wire from the left reservoir

is given by,

JL =

∫ ∞
−∞

dω

2π

(
T1(ω)(f eL(ω)− f eR(ω)) + T2(ω)(f eL(ω)− fhR(ω)) + T3(ω)(f eL(ω)− fhL(ω))

)
,

(3.7)

where f eX(ω) = f(ω, µX , TX), fhX(ω) = f(ω,−µX , TX), (X = L,R) are the electron and hole

37



occupation numbers and

T1(ω) = 4π2 Tr
[
G+

1 (ω)ΓR(ω)G−1 (ω)ΓL(ω)
]
, (3.8)

T2(ω) = 4π2 Tr
[
G+

2 (ω)ΓTR(−ω)G−2 (ω)ΓL(ω)
]
, (3.9)

T3(ω) = 4π2 Tr
[
G+

2 (ω)ΓTL(−ω)G−2 (ω)ΓL(ω)
]
. (3.10)

From the expression for current we can obtain the conductance at the left end and, in units

of e2/h, is found to be:

GL(TL, µL) = 2π
∂JL
∂µL

, (3.11)

which at, TL = TR = 0, gives:

GL = T1(µL) + T2(µL) + T3(µL) + T3(−µL). (3.12)

The transmission functions involve the two Green’s functions G+
1 (ω) and G+

2 (ω) given by

Eq. (2.34) and Eq. (2.35) respectively. The various matrices which are present in their

expression have simple forms and are given by:

[Σ+
L(ω)]ij = η2

cΣ(ω)δi1δj1, (3.13)

[ΓL(ω)]ij =
η2
c

π
g(ω)δi1δj1, (3.14)

[Σ+
R(ω)]ij = η2

cΣ(ω)δiNδjN , (3.15)

[ΓR(ω)]ij =
η2
c

π
g(ω)δiNδjN , (3.16)

[Π(ω)]ij = (ω + µw)δij + ηw(δi,j+1 + δi,j−1)

− η2
cΣ(ω)δi1δj1 − η2

cΣ(ω)δiNδjN , (3.17)
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where g(ω) = Im[Σ(ω)], and is given by

Σ(ω) =


1
ηb

(
ω

2ηb
−
√

ω2

4η2b
− 1
)
, if ω > 2ηb

1
ηb

(
ω

2ηb
+
√

ω2

4η2b
− 1
)
, if ω < −2ηb

1
ηb

(
ω

2ηb
− i
√

1− ω2

4η2b

)
, if |ω| < 2ηb.

(3.18)

Using these results, the terms involved in the NEGF-expression for conductance become

T1(ω) = 4η4
cg

2(ω)
∣∣[G+

1 (ω)]1N
∣∣2, (3.19)

T2(ω) = 4η4
cg

2(ω)
∣∣[G+

2 (ω)]1N
∣∣2, (3.20)

T3(ω) = 4η4
cg

2(ω)
∣∣[G+

2 (ω)]11

∣∣2. (3.21)

We will use these expressions for the analytical proof of the equivalence of the two methods

in Sec. 3.3.

We want to compare these results with the results from the scattering approach to the same

problem. Here we present a qualitative discussion of the scattering formalism and relegate

the details of the calculation to Sec. (3.2). The first step in the scattering approach would

be to identify the different scattering processes that could take place in the system. Let us

consider a plane wave incident on the wire from the left reservoir and then, considering the

wire as a scatterer, we note that there are a total of four processes that can take place. Two

of these processes are — (i) an electron from the left reservoir being reflected back into the

left reservoir and (ii) an electron from the left reservoir being transmitted across the wire

into the right reservoir. We will refer to these as normal reflection and normal transmission

processes respectively. However, in a superconductor the electron and hole wavefunctions

are intertwined and therefore an electron may get scattered as a hole also. This results in

the two additional scattering process in which an electron from the left reservoir can (iii)

get reflected back as a hole into the left reservoir or (iv) get transmitted across the wire

as a hole into the right reservoir. We refer to these as Andreev reflection and transmission

respectively. During these two processes, charge conservation is ensured by the formation of
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a cooper pair in the wire.

Having identified the scattering processes, the next step would be to write down a stationary

state wavefunction, at some energy E, in the three regions of the system (the wire, left

bath, right bath) with appropriate scattering amplitudes and wavefunctions so that all the

scattering processes are captured. In the left reservoir, we thus have the incoming plane

wave and the outgoing plane waves for the reflected electron and hole corresponding to the

normal and Andreev reflection respectively. The reflected electron and hole plane waves

are multiplied by some scattering amplitudes which we take to be rn and ra respectively.

Similarly, in the right reservoir we will have the transmitted electron and hole plane waves

from the normal transmission and the Andreev transmission respectively and we take the

scattering amplitudes for these to be tn and ta respectively. In the wire, the wavefunction

will be a superposition of quasi particles of the wire at energy E which are defined in terms

of the diagonalization of the bulk wire Hamiltonian. The normal and Andreev scattering

amplitudes are obtained by implementing the boundary conditions and then the conductance

at the left junction, in units of e2/h, is given by the net probability of an electron to be

transmitted across the left junction which is

GS
L = |tn|2 + |ta|2 + 2|ra|2 = 1− |rn|2 + |ra|2. (3.22)

The last step follows from the probability conservation, |rn|2 + |ra|2 + |tn|2 + |ta|2 = 1. The

factor 2 in Eq. (3.22) with |ra|2 is due to the fact that in the Andreev reflection process, two

electrons are transmitted across the junction as a single cooper pair.

Now in order to compare these two independent approaches note that the NEGF expression

for the current, Eq. (3.7), has contribution from three terms. On comparison of these three

terms with the usual Landauer formulas for current one may expect the following: the first

term has electrons as incoming and outgoing particles and therefore this must be the contri-

bution of the electron from the left bath being scattered as an electron into the right bath

(normal transmission), the second term having electrons and holes in the opposite baths

as the incoming and outgoing particles respectively should correspond to the process of an
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electron from the left bath being scattered as a hole into the right bath (Andreev transmis-

sion). Finally, the third term which also has electrons and holes as incoming and outgoing

particles respectively but in the same bath would therefore correspond to the electron from

the left bath scattered back as a hole into left bath again (Andreev reflection). The traces

in the three terms should then be proportional to the probability of these three processes

respectively. Therefore, the first two terms of the conductance expression in Eq. (3.12) calcu-

lated at energy E, T1(E) and T2(E) should be equal to the probabilities from the scattering

amplitudes tn and ta at the same energy respectively and the sum of the last two terms,

T3(E) and T3(−E), both of which follow from the third term of the current expression in

Eq. (3.7) should then be equal to 2|ra|2. This would make the two conductance expressions,

in Eq. (3.12) and Eq. (3.22), from the two approaches exactly the same. In Sec. 3.3 we

present an exact proof of this result but for now we proceed to Sec. (3.2) where we present

the details of the calculations involved in the scattering approach.

3.2 Scattering approach

In this section, we first find out the stationary states of energy E inside the left reservoir, the

wire and the right reservoir. This would enable us to write down the scattering wavefunction

as discussed in Sec. 3.1 in the three regions and after implementing the boundary conditions,

at the reservoir-wire junctions, we would obtain a set of linear equations for the normal and

Andreev scattering amplitudes. The conductance could then be obtained via Eq. (3.22).

Afterwards, we discuss the case of E = 0 separately and find the wavefunctions and the

parameter regime of existence of the MBS.

Consider for the moment the case where the wire hasN sites while the left and right reservoirs

have NL and NR number of sites respectively so that the total number of sites is NS =

N + NL + NR. Let us define a column vector χp =

cp
c†p

, where the index p refers to any
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site on the entire system so that we can rewrite the Hamiltonian in the form

H =
1

2

∑
p,q

χ†pApqχq (3.23)

where Apq are 2 × 2 block matrices which form the elements of the 2NS × 2NS matrix A

given by

A =



0 AL

ATL 0 AL
. . .

ATL 0 AC

ATC A AW

ATW A AW
. . .

ATW A AC

ATC 0 AR

ATR 0 AR
. . .

ATR 0



, (3.24)

with

AR =AL =

−ηb 0

0 ηb

 , AC =

−ηc 0

0 ηc

 , (3.25)

AW =

−ηw −∆

∆ ηw

 , A =

−µw 0

0 µw

 . (3.26)

Now considering first the wire region, let ΨW (j) be the components of the stationary state

of energy E of the wire in this basis. Then, in the bulk of the wire we have:

ATWΨW (j − 1) + AΨW (j) + AWΨW (j + 1) = EΨW (j). (3.27)
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We choose ΨW (j) =

U
V

 zj and fix z such that the Eq. (3.27) is satisfied. On substitution

of ΨW (j) in Eq. (3.27), we arrive at the following equation,

ηw(z + 1
z
) + µw + E ∆(z − 1

z
)

∆(z − 1
z
) ηw(z + 1

z
) + µw − E

U
V

 = 0, (3.28)

which means that z must be fixed such that∣∣∣∣∣∣ηw(z + 1
z
) + µw + E ∆(z − 1

z
)

∆(z − 1
z
) ηw(z + 1

z
) + µw − E

∣∣∣∣∣∣ = 0. (3.29)

Clearly, there are four possible solutions for z as this determinant on expansion will give a

fourth order equation in z. However, we can make things a bit simpler by choosing z = ex

so that the above determinant on expansion gives a quadratic equation in coshx rather than

a fourth order equation in z. The quadratic equation thus obtained is the following:

(coshx)2 − µηw
∆2 − η2

w

coshx+
E2 − µ2 − 4∆2

4(∆2 − η2
w)

= 0 (3.30)

with its two solutions given by

coshx± =
µwηw ±

√
(η2
w −∆2)(E2 − 4∆2) + ∆2µ2

w

2(∆2 − η2
w)

. (3.31)

Therefore, the four possible solutions to z, which are obtained from the two quadratic equa-

tions z2 − 2 coshx±z + 1 = 0, are given by

z1 = e−x+ , z2 = e−x− , z3 = ex+ , z4 = ex− . (3.32)

From Eq. (3.28), we see that U and V for the corresponding solutions for z could be chosen
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in the following form:

Us = −∆(z2
s − 1) (3.33)

Vs = ηw(z2
s + 1) + zs(µw + E) (3.34)

where s = 1, 2, 3, 4 for the four solutions of z. Therefore, we have the required stationary

states inside the wire. Now, the stationary states of energy E inside the baths can be

obtained from the wire solution via the transformation, µw → 0, ∆ → 0 and ηw → ηb. We

get the solutions to be two left travelling plane waves and two right travelling plane waves

of the following forms: 1

0

 eiqx,

1

0

 e−iqx, (3.35)

0

1

 eiq
′x,

0

1

 e−iq
′x, (3.36)

where q and q′ are given by cos−1
(
− E

2ηb

)
and cos−1

(
− E

2ηb

)
−π respectively. Physically, the

first two solutions, Eq. (3.35), correspond to an electron travelling right and left respectively

while the last two solutions, Eq. (3.36), correspond to a hole travelling to the right and left

respectively.

We are now in a position to write the explicit form of the scattering wavefunction in the

three regions for a plane wave of energy E incident from the left reservoir. This will be of

the form:

ΨL(α) =

1

0

 eiqα + rn

1

0

 e−iqα + ra

0

1

 e−iq
′α (3.37)

ΨW (j) =
4∑
s=1

as

Us
Vs

 zj−1
s (3.38)

ΨR(α′) = tn

1

0

 eiq(α
′−N−1) + ta

0

1

 eiq
′(α′−N−1) (3.39)
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with α = −∞, ...,−1, 0 , j = 1, 2, ...N and α′ = N + 1, N + 2, ...∞. As already discussed

in Sec. (3.1), rn is the probability amplitude for the electron to be reflected back at the

left junction as an electron. Therefore, this corresponds to the normal reflection. ra is the

probability amplitude for the Andreev reflection. Similarly, tn and ta are the normal and

the Andreev transmission amplitudes respectively. The solution inside the wire represents a

superposition, with amplitudes a1, a2, a3 and a4, of the quasi-particles with energy E in the

wire travelling to the left and right respectively. These scattering amplitudes are obtained by

implementing the boundary conditions. We note that we have eight scattering amplitudes

and two boundaries, one at the left end and the other at the right end of the wire. Each site

on either side of each boundary gives two equations. Therefore, a single boundary gives four

equations in total and we have exactly eight equations from the two boundaries, sufficient

to determine the eight scattering amplitudes. These eight boundary equations are given by

ALΨL(−1) + ACΨW (1) = EΨL(0), (3.40)

ACΨL(0) + AΨW (1) + AWΨW (2) = EΨW (1), (3.41)

ATWΨW (N − 1) + AΨW (N) + ACΨR(N + 1) = EΨW (N), (3.42)

ATCΨW (N) + ARΨR(N + 2) = EΨR(N + 1). (3.43)

After substituting the solution from Eqs. (3.37, 3.38, 3.39), the eight linear equations for the

scattering amplitudes can be expressed in matrix form as



ηbe
iq + E 0 ηcU1 ηcU2 ηcU3 ηcU4 0 0

0 ηbe
iq′ − E ηcV1 ηcV2 ηcV3 ηcV4 0 0

ηc 0 f1 f2 f3 f4 0 0

0 ηc f ′1 f ′2 f ′3 f ′4 0 0

0 0 g1 g2 g3 g4 ηc 0

0 0 g′1 g′2 g′3 g′4 0 ηc

0 0 ηcz
N−1
1 U1 ηcz

N−1
2 U2 ηcz

N−1
3 U3 ηcz

N−1
4 U4 ηbe

iq + E 0

0 0 ηcz
N−1
1 V1 ηcz

N−1
2 V2 ηcz

N−1
3 V3 ηcz

N−1
4 V4 0 ηbe

iq′ − E





rn

ra

a1

a2

a3

a4

tn

ta



=



−ηbe−iq − E

0

−ηc
0

0

0

0

0



,

(3.44)
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where for s = 1, 2, 3, 4 the fs, f
′
s, gs and g′s are given by

fs = (µw + E)Us + zs(ηwUs + ∆Vs), (3.45)

f ′s = (µw − E)Vs + zs(ηwVs + ∆Us), (3.46)

gs = (µw + E)Usz
N−1
s + (ηwUs −∆Vs)z

N−2
s , (3.47)

g′s = (µw − E)Vsz
N−1
s + (ηwVs −∆Us)z

N−2
s . (3.48)

Solving Eqs. (3.44) gives us the required expressions for rn, ra, tn and ta, and from these we

can obtain the conductance using the scattering approach.

We now look for the special solution corresponding to the zero energy MBS in this open wire

system. We expect that for long enough wires there are two MBS each localized at edges of

the wire. Let us consider a zero energy eigenstate localized at the left end (j = 1), therefore

for this we must have tn = 0, ta = 0 and as = 0 if |zs| ≥ 1 in the wavefunction given by

Eq. (3.37, 3.38, 3.39) with E = 0. Out of the four roots, z1, z2, z3 and z4, it is clear that two

of them always have absolute values greater than 1 while the other two are always less that

1. Let us choose, by relabelling, z1 and z2 to be the ones with absolute values less than 1,

therefore we set a3 and a4 to be zero. We also note from Eq. (3.28) that for E = 0, U = ±V .

Therefore, depending on whether z1(z2) satisfies U1 = V1(U2 = V2) or U1 = −V1(U2 = −V2)

we choose U1(U2) and V1(V2) accordingly. This choice could be made by noting that U = V

is satisfied by

z± =
−µw ±

√
µ2
w − 4η2

w + 4∆2

2(ηw + ∆)
, (3.49)

while U = −V is satisfied by

z′± =
−µw ±

√
µ2
w − 4η2

w + 4∆2

2(ηw −∆)
. (3.50)

Thus z1 and z2 have to be equal to two of these four roots which have absolute values less
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than 1. Fixing ∆ > 0, we find that for |µw| < 2|ηw|, |z±| < 1 and |z′±| > 1 while for

|µw| > 2|ηw|, the absolute value one of the roots among z± and z′± is greater than 1 while the

other is less than 1. This implies that for ∆ > 0 and |µw| < 2|ηw|, we need to set U1 = V1

and U2 = V2, while for ∆ > 0 and |µw| > 2|ηw|, we have U1 = V1 and U2 = −V2.

We first take the case with ∆ > 0 and |µw| < 2|ηw|. For this we have tn = ta = a3 = a4 = 0,

E = 0, U2 = V1 and U2 = V2, which simplify Eq. (3.44) to the set of four equations:

iηbrn + ηcU1a1 + ηcU2a2 = iηb, (3.51)

−iηbra + ηcU1a1 + ηcU2a2 = 0, (3.52)

ηcrn + κ1U1a1 + κ2U2a2 = −ηc, (3.53)

ηcra + κ1U1a1 + κ2U2a2 = 0, (3.54)

where κs = µw + zs(ηw + ∆). These equations can be solved to give rn = 0, ra = 1,

U1a1 =
(iηbκ2 + η2

c )

ηc(κ2 − κ1)
and U2a2 = −(iηbκ1 + η2

c )

ηc(κ2 − κ1)
. (3.55)

These equations then give the wavefunction of the zero mode that is localized at the left end

and can be written as

ΨMBS
L (α) =

1

1

 sin
πα

2
and ΨMBS

R (α′) = 0, (3.56)

ΨMBS
W (j) =

1

1

 Im

[
(iηbκ2 + η2

c )z
j−1
1 − (iηbκ1 + η2

c )z
j−1
2

ηc(κ2 − κ1)

]
. (3.57)

Also, due to the perfect Andreev reflection(ra = 1), we get GL(E = 0) = 2 which marks

the zero bias peak found in systems which host MBS[15, 24]. Thus the zero mode found

is the wavefunction of the zero energy MBS found to be present in the parameter regime

|µw| < 2|ηw|. Due to the left-right symmetry of the Hamiltonian, the wavefunction of the
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MBS localized at the other end of the wire can directly be written as:

ΦMBS
R (α′) =

1

1

 sin
π(N − α′)

2
and ΦMBS

L (α) = 0, (3.58)

ΦMBS
W (j) =

1

1

 Im

[
(iηbκ2 + η2

c )z
N−j
1 − (iηbκ1 + η2

c )z
N−j
2

ηc(κ2 − κ1)

]
. (3.59)

The absolute value of the height of the peak in the MBS wavefunction is given by |ηb
ηc
|.

(a)

Figure 3.1: Plot of the MBS wavefunction for different couplings with the reservoir at
parameter values– ηb = 1.5, µw = 0.5, ∆ = 0.5, ηw = 1. The normalization of these
wavefunctions is the same as in Eq. (3.56-3.57) and the vertical black line marks the left end
of the wire. Note that the lead wavefunctions are not visible on this scale.

Therefore, the height of the peak decreases as coupling with the bath increases which makes

sense since one expects the wavefunction to leak into the reservoir more as the coupling

with reservoirs increases. This can be seen in Fig. 3.1 where we plot the MBS wavefunction

for a few different couplings with the reservoirs. Also, increasing ηb increases the band

width of the system which decreases the density of the states around E = 0 and therefore

the MBS of the isolated wire hybridizes less with the reservoir wavefunctions as the energy

difference between them increases. Note that if the height of the peak in the MBS goes

down, the weight of the MBS in the reservoirs increases and vice-versa. We will see later

that this wavefunction helps in explaining the behaviour of the zero bias peak with different

parameters of the Hamiltonian.
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Let us consider the case with ∆ > 0 and |µw| > 2|ηw|. For this we have

iηbrn + ηcU1a1 + ηcU2a2 = iηb, (3.60)

−iηbra + ηcU1a1 − ηcU2a2 = 0, (3.61)

ηcrn + κ1U1a1 + κ1U2a2 = −ηc, (3.62)

ηcra + κ1U1a1 − κ1U2a2 = 0. (3.63)

These equations can be solved for rn, ra, U1 and U2 with which we can then construct the

zero mode present in this parameter regime. However, these equations give ra = 0 and

therefore there is no perfect Andreev reflection (ra = 1). Thus the zero mode constructed

out of them would not be the MBS. They would merely be the zero energy states of the

left reservoir leaking into the wire. We therefore conclude that only the zero energy states

present in the parameter regime |µw| < 2|ηw| give rise to the perfect Andreev reflection and

are the states representing the MBS of this system. Similar arguments can be repeated for

the case ∆ < 0.

3.3 Analytical proof of the equivalence of QLE-NEGF

and scattering approaches

In this section we will show analytically the equivalence between the two approaches by

deriving the following equalities,

T1(E) = |tn|2, T2(E) = |ta|2 (3.64)

and T3(E) =T3(−E) = |ra|2 (3.65)

where, T1(E), T2(E) and T3(E) are given Eq. (3.19, Eq. (3.20) and Eq. (3.21) respectively

with µL replaced by E. This would then straight forwardly imply the equivalence of the

two conductance expression. To proceed, we first need to find a set of equations relating the

transmission amplitudes, tn and ta, to the reflection amplitudes, rn and ra directly, which is
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possible by relating

ΨL(−1)

ΨL(0)

 directly to

ΨR(N + 1)

ΨR(N + 2)

 via transfer matrices. We start

by considering the equation for the stationary state of energy E inside the wire

ATWΨW (j − 1) + AΨW (j) + AWΨW (j + 1) = EΨW (j) (3.66)

which we re-write in the following recursive form:ATWΨW (j − 1)

ΨW (j)

 = ΩW

ATWΨW (j)

ΨW (j + 1)

 , (3.67)

where

ΩW =

(E − A)A−TW −AW
A−TW 0

 . (3.68)

Using the boundary conditions at the left junction, Eq. (3.40) and Eq. (3.41), we can write

ΨL(−1)

ΨL(0)

 = ΩL1ΩL2

ATWΨW (1)

ΨW (2)

 , (3.69)

where

ΩL1 =

A−1
L EA−1

C −A−1
L AC

A−1
C 0

 , (3.70)

ΩL2 = ΩW =

(E − A)A−TW −AW
A−TW 0

 . (3.71)

Using Eq. (3.67) repeatedly in Eq. (3.69) we have the following equation:

ΨL(−1)

ΨL(0)

 = ΩL1ΩL2ΩN−2
W

ATWΨW (N − 1)

ΨW (N)

 . (3.72)
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Finally, we use the boundary conditions at the right junction, Eq. (3.42) and Eq. (3.43), to

obtain the desired equationΨL(−1)

ΨL(0)

 = ΩL1ΩL2ΩN−2
W ΩR2ΩR1

ΨR(N + 1)

ΨR(N + 2)

 (3.73)

= ΩL1ΩΩR1

ΨR(N + 1)

ΨR(N + 2)

 , (3.74)

where

ΩR2 =

E − A −I

I 0

 , (3.75)

ΩR1 =

A−TC E −A−TC AR

AC 0

 , (3.76)

Ω = ΩL2ΩN−2
W ΩR2, (3.77)

and I denotes a 2×2 unit matrix. We now have Eq. (3.74) which relates

ΨL(−1)

ΨL(0)

 directly

to

ΨR(N + 1)

ΨR(N + 2)

 via the transfer matrix, ΩL1ΩΩR1. This equation will furnish a set of four

equations for rn, ra, tn and ta after using the forms of ΨL(α) and ΨR(α′) from Eq. (3.37)

and Eq. (3.39) respectively. However, we could make things much more simpler by using the

forms of the matrices AC , AL and AR to write

51



ΩL1 =
1

ηbηc

 E −η2
c

−ηbσz 0

 , (3.78)

Ω−1
L1 =

1

ηc

 0 −η2
cσ

z

−ηb −Eσz

 , (3.79)

and ΩR1 =
1

ηc

−Eσz −ηb
−η2

cσ
z 0

 , (3.80)

where σz =

1 0

0 −1

. Now, from Eq. (3.74) we have

Ω−1
L1

ΨL(−1)

ΨL(0)

 = ΩΩR1

ΨR(N + 1)

ΨR(N + 2)

 , (3.81)

which then gives the following two matrix equations:

η2
cσ

zΨL(0) = Ω̄11[EσzΨR(N + 1) + ηbΨR(N + 2)]

+ Ω̄12η
2
cσ

zΨR(N + 1), (3.82)

ηbΨL(−1) + EσzΨL(0) = Ω̄21Eσ
zΨR(N + 1)

+ Ω̄21ηbΨR(N + 2) + Ω̄22η
2
cσ

zΨR(N + 1), (3.83)

where Ω̄ij are 2 × 2 matrices that form blocks of the matrix Ω, i.e

Ω =

Ω̄11 Ω̄12

Ω̄21 Ω̄22

 . (3.84)
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Using the forms of ΨL(α) and ΨR(α′) from Eq. (3.37) and Eq. (3.39) respectively, Eq. (3.82)

and Eq. (3.83) can be written as

η2
c (|+〉+ rn |+〉 − ra |−〉) =[

−ηbe−iqΩ̄11 + η2
c Ω̄12

]
[tn |+〉 − ta |−〉], (3.85)

−ηb(eiq |+〉+ e−iqrn |+〉 − e−iqra |−〉) =[
−ηbe−iqΩ̄21 + η2

c Ω̄22

]
[tn |+〉 − ta |−〉], (3.86)

where we substituted q−π for q′, |±〉 is the eigenvector of σz with eigenvalue ±1. We can si-

multaneously get rid of rn and ra by subtracting Eq. (3.85) and Eq. (3.86) after multiplication

with appropriate factors. Thus, one finds:

− 2ieiq sin q |+〉 =
ηb
η2
c

O[tn |+〉 − ta |−〉], (3.87)

where

O =

[
−e−2iqΩ̄11 +

η2
c

ηb
e−iqΩ̄12 −

η2
c

ηb
e−iqΩ̄21 +

η4
c

η2
b

Ω̄22

]
. (3.88)

From Eq. (3.87) we can write down the two equations for tn and ta:

1 = − tn

2iη
2
c

ηb
sin q

〈+| O |+〉+
ta

2iη
2
c

ηb
sin q

〈+| O |−〉 , (3.89)

0 = − tn

2iη
2
c

ηb
sin q

〈−|O |+〉+
ta

2iη
2
c

ηb
sin q

〈−|O |−〉 . (3.90)

Also, from Eq. (3.86) we directly get an expression of ra in terms of tn and ta:

ra =

[
−〈−| Ω̄21 |+〉+ eiq

η2
c

ηb
〈−| Ω̄22 |+〉

]
tn

−
[
−〈−| Ω̄21 |−〉+ eiq

η2
c

ηb
〈−| Ω̄22 |−〉

]
ta. (3.91)

For the moment we leave this here and turn our attention to the terms in the NEGF-

expression for conductance. From Eq. (3.19-3.21) we see that T1(E), T2(E) and T3(E) are

essentially given by the elements [G+
1 (E)]1N , [G+

2 (E)]1N and [G+
2 (E)]11 of the two Green’s
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functions. We note that given the forms of the Green’s functions G+
1 (ω) and G+

2 (ω), it is

not easy to obtain these elements. Therefore, we have to re-write these Green’s functions in

some other form so that these elements could be obtained analytically. For that, we consider

the Fourier transformed Langevin equations of motion for the wire, Eq. (2.26), and write its

solution in a slightly different form involving a single 2N × 2N Greens function. We start

with the equations

[Π(ω)]lmc̃m(ω)−Klmc̃
†
m(−ω) = η̃Ll (ω) + η̃Rl (ω), (3.92)

[Π(−ω)]∗lmc̃
†
m(−ω)−K∗lmc̃m(ω) = η̃L†l (−ω) + η̃R†l (−ω). (3.93)

Defining the two component vectors

Ci(ω) =

 c̃i(ω)

c̃†i (−ω)

 and ξi(ω) =

 −η̃Li (ω)− η̃Ri (ω)

η̃L†i (−ω) + η̃R†i (−ω)

 ,

we write Eq. (3.92) and Eq. (3.93) together as [G−1(ω)]lmCm(ω) = ξl(ω) which has the

solution:

Cl(ω) = [G(ω)]lmξm(ω), (3.94)

with G−1(ω) being a 2N × 2N matrix whose lm-th 2 × 2 matrix block element is given by

[G−1(ω)]lm =

−[Π(ω)]lm Klm

−K∗lm [Π(−ω)]∗lm

 (3.95)

Comparing Eq. (3.94) with Eq. (2.33) for the c̃m(ω) we see that

[G(ω)]lm =

 −[G+
1 (ω)]lm [G+

2 (ω)]lm

−[G+
2 (−ω)]∗lm [G+

1 (−ω)]∗lm

 . (3.96)

Now, from Eq. (3.17) and Eq. (3.95) we find that the matrix G(E) has the following structure:
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G(E) =



−E + A− AΣ AW 0 0 . . . . . . 0 0

ATW −E + A AW 0 . . . . . . 0 0

0 ATW −E + A AW . . . . . . 0 0
...

...
...

. . .
...

...
...

...
...

. . .
...

...
...

...
... . . . ATW −E + A AW

0 0 0 . . . . . . ATW −E + A− AΣ



−1

(3.97)

where AΣ =

−η2
cΣ(E) 0

0 η2
cΣ
∗(−E)

, Σ(E) being given by Eq. (3.18) with µL replaced

by E, and the matrices A, AW defined as in Eq. (3.26). We note that for |E| < 2ηb,

−ηbΣ(E) = ηbΣ
∗(−E) = eiq. This then simplifies AΣ to be η2c

ηb
eiqI2 with I2 being a 2 × 2

identity matrix. We work in the regime of |E| < 2ηb as outside of it the conductance is zero.

Note that G(E) = GT (E) and therefore, we have

[G+
1 (E)]T = G+

1 (E) (3.98)

G−2 (−E) = −G+
2 (E). (3.99)

These relations would be useful later on. The block tri-diagonal structure of G(E) in

Eq. (3.97) allows us to find the required elements of G(E), which are GN1 and G11, for

obtaining the terms in NEGF-expression for conductance. Thus, we define I2N to be a

2N × 2N identity matrix so that, using the first column of equations from the identity

G−1(E)G(E) = I2N , we can write

(−E + A− AΣ)G11 + AWG21 = I2 (3.100)

ATWGi−1,1 + (−E + A)Gi1 + AWGi+1,1 = 0 for 1 < i < N (3.101)

ATWGN−1,1 + (−E + A− AΣ)GN1 = 0 (3.102)

We rewrite these equations as a recursion relation, following similar steps as we did for
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Eq. (3.74), to obtain −I2

G11

 = Ω1ΩN−2
W Ω2

GN1

0

 (3.103)

with ΩW given by Eq. (3.68),

Ω1 =

(E − A+ AΣ)A−TW −AW
A−TW 0

 =

1 AΣ

0 1

ΩL2, (3.104)

Ω2 =

E − A+ AΣ 1

1 0

 = ΩR2

 1 0

−AΣ −1

 , (3.105)

where ΩL2 and ΩR2 are the same matrices defined in the scattering calculation by Eq. (3.71)

and Eq. (3.75) respectively. Using Eq. (3.104), Eq. (3.105) and substituting AΣ = η2c
ηb
eiqI2,

one can express Eq. (3.103) as

 I2

G11

 =

 e2iqO Ω̄12 + ηb
η2c
eiqΩ̄22

Ω̄21 − ηb
η2c
eiqΩ̄22 −Ω̄22

GN1

0

 , (3.106)

where O is given by Eq. (3.88). From the upper block of Eq. (3.106), we obtain the following

matrix equation for [G+(E)]N1 and [G+
2 (−E)]∗N1:

|+〉 = −e2iqO
[
[G+

1 (E)]N1 |+〉+ [G+
2 (−E)]∗N1 |−〉

]
. (3.107)

which gives two linear equations for [G+(E)]N1 and [G+
2 (−E)]∗N1:

1 = −e2iq[G+
1 (E)]N1 〈+| O |+〉 − e2iq[G+

2 (−E)]∗N1 〈+| O |−〉 (3.108)

0 = −e2iq[G+
1 (E)]N1 〈−|O |+〉 − e2iq[G+

2 (−E)]∗N1 〈−|O |−〉 . (3.109)

Comparing these with Eq. (3.89 and 3.90) and noticing that sin q = ηbg(E) we have

2iη2
cg(E)[G+

1 (E)]N1 = e−2iqtn, (3.110)

2iη2
cg(E)[G+

2 (−E)]∗N1 = −e−2iqta. (3.111)
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These equations, along with Eq. (3.98 and 3.99) imply that

T1(E) = 4η4
cg

2(E)|[G+
1 (E)]1N |2 = |tn|2, (3.112)

T2(E) = 4η4
cg

2(E)|[G+
2 (E)]1N |2 = |ta|2, (3.113)

which are the required relations. If we consider the lower block equations of Eq. (3.106),

then one of the component equation reads

[G+
2 (−E)]∗11 =

[
〈−| Ω̄21 |+〉 − eiq

η2
c

ηb
〈−| Ω̄22 |+〉

]
[G+

1 (E)]N1

+

[
〈−| Ω̄21 |−〉 − eiq

η2
c

ηb
〈−| Ω̄22 |−〉

]
[G+

2 (−E)]∗N1. (3.114)

We replace [G+
1 (E)]N1 and [G+

2 (−E)]∗N1 for tn and ta in this equation with the help of

Eq. (3.110, 3.111). Comparing the resulting equation with Eq. (3.91) and using Eq. (3.99),

we finally obtain

T3(E) = T3(−E) = 4η4
cg

2(E)|[G+
2 (E)]11|2 = |ra|2. (3.115)

This completes the analytic proof for the equivalence.

3.4 Conclusion

In conclusion, we provided an analytical proof of the equivalence of the QLE-NEGF ap-

proach and the scattering approach to electron transport in a 1-D superconducting wire. In

both cases we start from the same microscopic model of a Kitaev wire connected to one-

dimensional leads (baths) containing free fermions in equilibrium. In the former method

one starts with the Heisenberg equations of motion of the full system and eliminates the

bath degrees of freedom to obtain effective quantum Langevin equations of motion. The

steady state solutuon of these leads to the NEGF formula for the conductance in terms of

a set of nonequilibrium Green’s functions. In the second approach one considers the wire
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as a scatterer of plane waves from the leads and writes down the corresponding scattering

solutions for the energy eigenstates. These solutions involve scattering amplitudes that are

obtained using the boundary conditions at the wire-leads junctions. The conductance at the

junction is then given by the net probability of transmission of particles across the junction.

We summarize here our some of the main results:

• We obtained the complete solution of the scattering states in the Kitaev chain, includ-

ing closed form expressions for the scattering amplitudes ta, tn, rn, ra.

• We obtained the special zero energy solution corresponding to the MBS state of the

isolated open Kitaev chain. We showed that this state exists in the same parameter

regime as for the isolated wire.

• The conductance of the wire from the QLE-NEGF method and the scattering approach

are given respectively by Eq. (3.12) and Eq. (3.22). We showed analytically that

the terms in the NEGF conductance expression, T1(E), T2(E) and T3(E), can be

related to the scattering amplitudes tn, ta and ra respectively. This leads us to proving

the complete equivalence of the two formulas for conductance and hence of the two

approaches.

• We have demonstrated clearly and explicitly the physical interpretation— from our

derivation we see that the expression for current, Eq. (5.46), is exactly in Landauer’s

form with each of the baths playing the role of a ”double reservoir”, of electrons and

holes. The wire acts as a scatterer and scatters the incoming electrons as holes or

electrons into the two baths. Therefore, an electron from say the left bath may end up

being scattered as a hole or an electron into the left bath only. These two processes

are the normal reflection and Andreev reflection processes respectively. The electron

may also end up being scattered into the right reservoir, therefore transmitted across

the wire, as an electron or a hole. Out of the four possibilities of the future of an

electron from the left bath, all excepting the normal reflection lead to particles being

transmitted across the left junction. Therefore, only these three actually contribute to
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the conductance of the wire. This is the reason behind the NEGF current expression

having three distinct terms with the probabilities of these processes multiplied with the

corresponding difference of thermal occupations of the incoming electrons and outgoing

electron or holes as one typically finds in Landauer expressions.
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Chapter 4

Quantized two-terminal longitudinal

conductance and edge states in an

open geometry 2-dimensional Chern

insulator

Consider a strip of an insulator with non-trivial topology connected to metallic leads at two

opposite edges, with a voltage difference V applied across the leads. An interesting question

is regarding the quantization of the longitudinal two-terminal conductance, G. The presence

of the perfectly conducting edge modes suggests the possibility of quantization, but this

is not so obvious when one considers that the contacts with the leads need not be perfect

and there could be scattering of incident waves. A proof (similar to TKNN) [29] of the

quantization of the longitudinal conductance in the open system setup would be desirable

but, to the best of our knowledge, remains an open problem. The quantization of the

longitudinal conductance can be argued to be the same as the transverse conductance in a

four-probe measurement setup based on the Landauer-Buttiker formalism, assuming perfect

transmission via edge modes and quantized conductance, e2/h, of the point contacts [8, 66,

67]. Under this assumption, in the four-probe measurement setup, the longitudinal voltage
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drop is equal to the transverse voltage drop. This makes the transverse conductance the same

as the longitudinal conductance and therefore quantized. However, it is not very clear as

to what is required to achieve perfect point contacts. It is not obvious that the assumption

of perfect transmission can be seen to hold in a more microscopic approach such as the

non-equilibrium Green’s function (NEGF) formalism, where the transmission is explicitly

related to the details of the reservoir model and its coupling with the system. An interesting

question is whether the details of the reservoir and the coupling become irrelevant as one

takes the thermodynamic limit and one always sees a perfect transmission. In fact, a few

numerical studies based on the NEGF formalism have considered aperiodic 2D topological

insulators sandwiched between two metallic leads and find the longitudinal conductance to

be quantized [17, 18, 19].

In this chapter, we attempt to arrive at a better understanding of the two-terminal longi-

tudinal conductance in the open system by use of the NEGF formalism. We consider the

spinless BHZ (SBHZ) model [47], a Chern insulator, placed in contact with two normal

metallic leads. Apart from measuring the conductance obtained from NEGF, we use this

formalism to also extract information on the scattering states formed by the edge modes in

the presence of the leads. The strip geometry makes this a highly non-trivial problem. In

particular, for the scattering states, we obtain the current and charge density profiles inside

the insulating region as well as in the metallic leads.

In Sec. 4.1, we define the model of the SBHZ wire in contact with semi-infinite metallic

leads. We also discuss briefly the isolated SBHZ model and discuss some of its features.

We conclude this section by discussing the conductance, current density, and the charge

density in the open system geometry within the NEGF formalism. In Sec. 4.2, we present

our numerical results on the conductance, current density, and the charge density of the edge

modes. We conclude in Sec. 4.3.
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4.1 The model and the NEGF results for Conductance,

charge and current density

4.1.1 The open system setup

The SBHZ model is a simple 2D topological insulator given by a nearest neighbor tight-

binding Hamiltonian on a square lattice. Each site has two fermionic degrees of freedom.

Let us call the creation and annihilation operators of these degrees of freedom as ψ1(x, y),

ψ†1(x, y) and ψ2(x, y), ψ†2(x, y) respectively. The integers x = 1, 2, . . . , Nx and y = 1, 2, . . . , Ny

label the position of the sites on a Nx ×Ny rectangular lattice. The operators ψ1(x, y) and

ψ2(x, y) follow the usual fermionic anti-commutation relation. We consider the system in

contact with two external reservoirs at the two opposite edges at x = 1 and x = Nx. The two

reservoirs are taken to be metallic leads that are semi-infinite in the x-direction and of width

Ny in the y-direction and modeled as 2D tight-binding Hamiltonians which we refer to as HL

and HR. We take two fermionic degrees of freedom on each site in the two reservoirs as well.

We label the corresponding annihilation operators as ψ1,L/R(xL/R, y) and ψ2,L/R(xL/R, y),

where L and R label the left and the right lead, respectively. The integers xL and xR label

the x coordinates of the sites on the left and the right reservoirs, respectively. These take

integer values that run from −∞ to 0 and Nx + 1 to ∞, respectively. The y coordinate

here takes the same integer values as in the wire (SBHZ insulator) i.e. from 1 to Ny. Free

boundary conditions are imposed at the edges of the reservoir and the system at y = 1 and

y = Ny respectively. The contacts are themselves modelled as tight-binding Hamiltonians,

HWL and HWR. The full Hamiltonian of the system and baths is therefore given by:

H = HL +HWL +HW +HWR +HR, (4.1)
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where HW is the Hamiltonian of the SBHZ-model and

HW =
Nx∑

x,x′=1

Ny∑
y,y′=1

Ψ†(x, y)HW [x, y;x′, y′]Ψ(x′, y′), (4.2a)

HL =
0∑

xL,x
′
L=−∞

Ny∑
y,y′=1

Ψ†L(xL, y)HL[xL, y;x′L, y
′]ΨL(x′L, y

′), (4.2b)

HR =
∞∑

xR,x
′
R=Nx+1

Ny∑
y,y′=1

Ψ†R(xR, y)HR[xR, y;x′R, y
′]ΨR(x′R, y

′), (4.2c)

HWL =

0,Nx∑
xL=−∞,x=1

Ny∑
y,y′=1

Ψ†L(xL, y)VL[xL, y;x, y′]Ψ(x, y′) + h.c., (4.2d)

HWR =

∞,Nx∑
xR=Nx+1,x=1

Ny∑
y,y′=1

Ψ†R(xR, y)VR[xR, y;x, y′]Ψ(x, y′) + h.c.. (4.2e)

Here we have defined the two-vectors Ψ(x, y) =
(
ψ1(x, y) ψ2(x, y)

)T
and ΨL/R(x, y) =(

ψ1,L/R(x, y) ψ2,L/R(x, y)
)T

. The 2 × 2 matrices, HW [x, y;x′, y′], HL/R[xL/R, y;x′L/R, y
′],

VL/R[x, y;x′, y′] are given by:

HW [x, y;x′, y′] = µwI2δxx′δyy′ +
σz − iσx

2
δx,x′+1δyy′θ(x

′ < Nx) +
σz + iσx

2
δx+1,x′δyy′θ(x < Nx)

+
σz − iσy

2
δy,y′+1δxx′θ(y

′ < Ny) +
σz + iσy

2
δy+1,y′δxx′θ(y < Ny), (4.3a)

HL[xL, y;x′L, y
′] = ηbI2(δxL−1,x′L

δyy′ + δxL,x′L−1δyy′ + δy,y′+1δxLx′Lθ(y
′ < Ny) + δy+1,y′δxLx′Lθ(y < Ny)),

(4.3b)

HR[xR, y;x′R, y
′] = ηbI2(δxR,x′R+1δyy′ + δxR+1,x′R

δyy′ + δy,y′+1δxRx′Rθ(y
′ < Ny) + δy+1,y′δxRx′Rθ(y < Ny)),

(4.3c)

VL[xL, y;x, y′] = ηcI2δxL,0δx,1δyy′ and VR[xR, y;x, y′] = ηcI2δxR,Nx+1δx,Nxδyy′ , (4.3d)

where θ(m < n) is an indicator function which is 1 if m < n and zero otherwise. These

functions impose free boundary conditions at the edges of the SBHZ wires and the reser-

voirs. We have taken σz, σx and σy to be the usual Pauli matrices while I2 is a 2 × 2
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Figure 4.1: Schematic of the SBHZ wire connected to metallic leads

identity matrix. The elements in the above equations can be represented in the form of ma-

trices, HW , HL/R and VL/R, of size 2Nx ×Ny and components given by HW [x, y, a;x′, y′, b],

HL/R[xL/R, y, a;x′L/R, y
′, b] and VL/R[xL/R, y, a;x, y′, b] respectively. The indices a, b take val-

ues 1, 2 referring to the two degrees of freedom on each site. A schematic representing the

SBHZ wire in the open system geometry is given in Fig (4.1).

We now proceed to discuss some of the features of the eigenspectrum and eigenstates in the

isolated SBHZ wire before discussing, in Sec. 4.1.3, the NEGF results for the conductance

and profiles of current and density in the open geometry.

4.1.2 Isolated SBHZ wire

The bulk spectrum, for the infinite SBHZ system, can be computed by a simple Fourier

transform. In Fourier space, the Hamiltonian is given by

H(kx, ky) = σx sin kx + σy sin ky + σz(µw − cos kx − cos ky), (4.4)
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where kx and ky are wave numbers in x and y direction respectively. Therefore, the spectrum

and the corresponding eigenstates are given by

ε(kx, ky) = ±
√

sin2 kx + sin2 ky + (µw − cos kx − cos ky)2, (4.5)

Ψ(x, y) =
1

4π2

∫ π

−π

∫ π

−π
dkxdkyΨ̃(kx, ky)e

i(kxx+kyy), (4.6)

where Ψ̃(kx, ky) is a two-vector such that H(kx, ky)Ψ̃(kx, ky) = ε(kx, ky)Ψ̃(kx, ky). From the

bulk spectrum and the eigenstates, the Chern number can be computed, and it turns out

to be 1 for −2 < µw < 0, −1 for 0 < µw < 2 and zero otherwise [47]. We also consider

the spectrum of the model with finite size and free boundary conditions at the edges. This

spectrum is obtained by numerically diagonalizing the matrix, HW . For the non-zero Chern

number parameter regimes, the finite-size system will host mid-gap modes localized at the

edges of the model. This can be seen from Fig. (4.2a) and Fig. (4.2b) where we plot the

bulk and the finite size spectrum at different values of µw respectively. We see that the gap

is filled with states in the finite size spectrum, shown in blue, in the topologically non-trivial

regime, −2 < µw < 2. These are the edge modes, some of which we plot in Fig (4.2c).

4.1.3 NEGF results for the non-equilibrium steady state

The SBHZ model is a tight-binding model without the superconducting pairing. We can

therefore use the results of Sec. 2.3 with the superconducting pairing set to zero. Therefore

the effective Green’s function for the wire is given by,

G+
1 (ω) = G+(ω) =

1

ω −HW − ΣL(ω)− ΣR(ω)
, and G+

2 (ω) = 0 (4.7)

where

ΣL/R(ω) = V †L/R
1

ω −HL/R

VL/R. (4.8)
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(a) Bulk Spectrum (b) Finite Size Spectrum

(c) Edge Modes

Figure 4.2: (a) and (b) Bulk Spectrum and finite size (Nx = Ny = 10) spectrum, with free
boundary conditions at the edges, of the BHZ model at different µw respectively. (c) is a
contour plot of some of the edge states that appear of the finite size spectrum with µw = 1
where the Chern number is known to be −1. The energy values of the states are printed on
the top of each sub-panel in (c).
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(a) (b)

Figure 4.3: Schematic of two geometries used for the calculation of the current density in
the SBHZ wire and the reservoirs. The red regions are the reservoirs. The green region is
the normal metallic region with a Hamiltonian identical to the reservoirs. The blue region
is the SBHZ wire.

Two terminal conductance

The current entering the wire from the left lead, in units with e = h = 1,

JL =

∫
dωG(ω) [f(ω, µL, TL)− f(ω, µR, TR)], (4.9)

where f(ω, µ, T ) is the Fermi distribution function and

G(ω) = 4π2 Tr
[
G+(ω)ΓR(ω)G−(ω)ΓL(ω)

]
. (4.10)

G(ω) is the transmission function and can be interpreted as the scattering amplitude of

the scattering process where an electron from the left reservoir is transmitted into the right

reservoir. Setting TL = TR = 0, µL = µ+ ∆µ/2 and µR = µ−∆µ/2, this current expression

reduces to, JL = G(µ)∆µ. Therefore, G(µ) directly gives the conductance of the reservoir

at energy, µ.

Charge and current density

The charge density and the current density can be computed from the correlation matrix, C

with components given by,

C[x, y, a;x′, y′, b] =
〈
ψ†a(x, y)ψb(x

′, y′)
〉

; a, b = 1, 2, (4.11)
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where the expectation value is taken in the non-equilibrium steady state. From Sec 2.3, this

is given by

C =

∫ ∞
−∞

dω [CL(ω)f(ω, µL, TL) + CR(ω)f(ω, µR, TR)], (4.12)

where CL(ω) and CR(ω) are given by,

CL/R(ω) = G+(ω)ΓL/R(ω)G−(ω). (4.13)

The charge density and the current density are given is given in terms of C as follows:

ρa(x, y) = C[x, y, a;x, y, a], (4.14)

J [x, y;x′, y′] = 4π
2∑

a,b=1

Im

[
HW [x, y, a;x′, y′, b]C[x, y, a;x′, y′, b]

]
. (4.15)

J [x, y;x′, y′] is the net particle current on the bond between the lattice point (x, y) and

(x′, y′). Clearly, it is zero if the two are not nearest neighbors on the square lattice.

We note that while Eq. (4.15) gives us the current density inside the system, it is slightly

more non-trivial to obtain the current density in the reservoirs. However, with a simple

modification of the geometry of the system, the NEGF formalism can still be used to compute

the current density in the reservoirs. The main point to note is that in the NESS of the full

system and reservoirs, the state inside the reservoirs has also evolved and in fact contains

information about the scattering states (plane waves incident from either reservoir onto

the scattering region formed by the insulator). To see the steady state profile inside the

reservoirs, we simply consider a setup that consists of the insulator sandwiched between

finite metallic segments, which are in turn connected to the reservoirs (again formed by

metals). In Fig (4.3), we show a schematic, of the original and of the modified setups, where

the red regions correspond to the left and right reservoirs, green regions are normal metallic

regions and the blue region is the Chern insulator. However, in the new setup, we can now

use NEGF to compute current everywhere inside the system, including the metallic sites.

The current density in the normal metallic region would be identical to that in the reservoirs
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in the original setup because of the uniqueness of the NESS.

For TL = TR = 0, µL = µ+ ∆µL and µR = µ+ ∆µR with ∆µL,∆µR << µ, the expressions

for the current density can be further simplified. We can write the current density as

J = JL + JR, (4.16)

where JL and JR are contributions of the left and right reservoirs, respectively. These are

given by,

JL/R(x, y;x′, y′) =
2∑

a,b=1

∫ µ+∆µL/R

−∞
dω Im

[
HW [x, y, a;x′, y′, b]CL/R[x, y, a;x′, y′, b](ω)

]
.

(4.17)

If ∆µL/R are small, then this equation could be expressed as,

JL/R[x, y;x′, y′] = J eq
L/R[x, y;x′, y′] + J̄L/R[x, y;x′, y′], (4.18)

where J eq
L/R and J̄L/R is the equilibrium and the excess part of JL/R, respectively. These are

given by,

J eq
L/R[x, y;x′, y′] =

2∑
a,b=1

∫ µ

−∞
dω Im

(
HW [x, y, a;x′, y′, b]CL/R[x, y, a;x′, y′, b](ω)

)
, (4.19)

J̄L/R[x, y;x′, y′]

∆µL/R
=

2∑
a,b=1

Im

[
HW [x, y, a;x′, y′, b]CL/R[x, y, a;x′, y′, b](µ)

]
. (4.20)

Therefore, the net current density, J = JL +JR, can also be split into the equilibrium part,

J eq = J eq
L + J eq

R , and the excess part, J̄ = J̄L + J̄R. Inside the normal metallic region,

the equilibrium part of the current density on every bond would vanish. However, since

the Chern insulator can support chiral persistent edge currents, J eq would not be zero on

and close to the edges. Note however that if we sum this over all horizontal bonds across

any transverse cross-section there will be no net current, as expected in equilibrium. On

the other hand, the excess current, J̄ , is a relatively small correction over J eq, and is the
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transport current arising due to the chemical potential difference between the reservoirs.

Only the total current is expected to respect the chirality of the Chern insulator, not the

excess current. As the excess current is proportional to ∆µL/R, this implies that the current

inside the insulator flips its sign, on changing ∆µL/R to −∆µL/R and could flow opposite to

the chirality of the insulator.

With similar arguments, the excess charge density, ρ̄ = ρ − ρeq, where ρeq is the charge

density for ∆µL = ∆µR = 0, can be expressed in a form similar to J . We get:

ρ̄(x, y) =
2∑

a=1

CL[x, y, a;x, y, a](µ)∆µL + CR[x, y, a;x, y, a](µ)∆µR. (4.21)

For the SBHZ wire, the edge modes lie within the gap, we therefore always set µ to be

within the gap of the insulator. In the next section, we present numerical results for the

conductance G(µ) and the excess charge and current density profiles.

4.2 Numerical results

4.2.1 Conductance

In Fig. (4.4), we plot the conductance as a function of the Fermi level, µ for two system

sizes. It is seen that when the Fermi level lies in the gap, the value of the conductance

(in units of e2/h) is quantized to the value 1. This conductance plateau is due to the edge

modes present in the gap of the bulk spectrum. In Fig. (4.4b) and Fig. (4.4c) we show the

variation of the strength of the plateau at Fermi level µ = 0 with the strength of the coupling

with the reservoirs, ηc and width of the insulator, Ny, respectively. From these plots, we

see that the conductance strength grows to the quantized value and eventually becomes

independent of ηc and Ny, when they are sufficiently large. The growth to the quantized

value is oscillatory, with exact quantization being achieved at certain values of ηc and Ny.

The inset of Fig. (4.4b) shows that the oscillation period scales as N
1/2
y ηc. The conductance
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(a) (b)

(c) (d)

Figure 4.4: In (a) we show the variation of the conductance with the Fermi level, µ. (b)
and (c) show the variation of the conductance at the Fermi level, µ = 0, with ηc and Ny,

respectively at Nx = 100. The inset in (b) shows that, on scaling ηc with N
1/2
y , the peaks

in the oscillations coincide and therefore the period of the oscillations scales as N
1/2
y ηc. (d)

shows the variation of the conductance at zero Fermi level with ηc at different Nx with
Ny = 100. Parameter values; for (a) Nx = Ny = N , ηb = 2, µw = 1, ηc = 1.5 and for (b), (c)
and (d) ηb = 2 and µw = 1.
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does not depend on changing Nx at fixed Ny. This can be seen from Fig. (4.4d) which shows

the variation of the conductance at zero Fermi level with respect to ηc at different values of

Nx.

4.2.2 Charge and Current density

We first look at the excess charge and current density inside the Chern insulator, with the

Fermi level set at µ = 0. From Fig (4.5), we see that the current flows along the edges of the

insulator, and the charge density is also localized along the edges, as expected. The excess

charge and current density are sensitive to the choice of ∆µL and ∆µR. This can be seen by

comparing Fig (4.5a) and Fig (4.5b) for the choice ∆µR = 0, with Fig (4.5c) and Fig (4.5d),

where we set ∆µL = 0. For these choices, the current flow is according to the chirality of the

insulator. However, on changing the signs of ∆µL,R, we note that currents everywhere are

reversed, which means that the excess currents inside the insulator are of chirality opposite

to that of the isolated insulator.

Next, in Fig 4.6, we show the excess current density inside the normal metallic regions.

Remarkably, the excess current density is sharply localized even in the normal metallic

regions. We see that the current primarily flows along the lines at 45 degrees to the horizontal

direction and gets multiply reflected until it reaches the top corner of the SBHZ wire. At

this corner, it gets injected into the insulator inside which it flows along the edges and then

leaves at the diagonally opposite corner where it enters the normal metallic region on the

other end. These features smoothly fade away as we tune the Fermi level of the reservoirs.

Thus, we see in Fig. (4.6b) that at µ = 0.2, the localization of the current disappears deep

in the metallic region. The fact that the observed localization is sharp at µ = 0 seems to

suggest that it is very special to the scattering state formed by the isolated edge modes of

the insulator and the reservoir modes present at zero energy. At zero energy, the Fermi

surface in the bulk of the reservoirs is a square in momentum space. The localization could

arise from a particular superposition of the modes on this surface. As an example, consider

the setup in Fig. 4.7 where a current is injected into a semi-infinite metallic strip of width
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(a) ρ̄/∆µL with ∆µR = 0 (b) J̄ /∆µL with ∆µR = 0

(c) ρ̄/∆µR with ∆µL = 0 (d) J̄ /∆µR with ∆µL = 0

Figure 4.5: Excess charge density and current density inside the Chern insulator at the
Fermi level, µ = 0. Deep in the insulator (marked blue) the density has a value less than
10−8. In (b) and (d), the size of the arrows indicate the current strength. Parameter values:
Nx = Ny = 20 and ηb = 1, ηc = 1, µw = 1.
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(a) ρ̄/∆µL with µ = 0

(b) J̄ /∆µL with µ = 0

(c) ρ̄/∆µL with µ = 0.2

(d) J̄ /∆µL with µ = 0.2

Figure 4.6: Excess charge and current densities in the reservoirs and the SBHZ wire. Deep
inside the insulator (white region), the density has a value less than 10−8. The current in the
reservoirs is localized along the lines at 45 degrees to the horizontal directions. Parameter
Values–Size of the SBHZ wire (blue region)=30× 20, ∆µR = 0,ηb = ηc = 1 and µw = 1.
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Figure 4.7: A scattering state at zero energy in a 2D metallic strip with injection at the
left bottom corner. The wavefunction is non-zero only on the green-marked sites, with
the amplitudes indicated by A,B,C and their combinations. The red arrows indicate the
currents. If the hopping from the 1D reservoir to the 2D metallic strip is set ηc, then
a similar solution for the wavefucnction could be constructed by making the replacement
(A+ C)→ (A+ C)/ηc inside the 1D reservoir and B → B/ηc inside the metallic strip.

W at the left-bottom corner through a point contact with a 1D reservoir. The motivation

for considering such a setup comes purely from the numerical observation (in Fig. (4.6))

that the current is injected at the corner into the metallic region. For simplicity, let the

Hamiltonian of the 1D reservoir and the metallic strip be the nearest neighbor tight-binding

Hamiltonian, with all the hopping parameters, including the hopping for the point contact

at the corner, set to 1. Therefore, at any lattice site (x, y) on this setup, the equation for the

wave function at zero energy would be that the wave function components at lattice points,

that are nearest neighbor to (x, y), should sum to zero. In Fig 4.7, an ansatz is presented for

one such scattering state at zero energy — this displays a similar current localization as we

see in our original model. The wave function is non-zero only at the green sites, where A, B,

and C are arbitrary complex numbers, and is zero otherwise. As W → ∞, the ansatz can

be written as a simple superposition of states on the square Fermi surface. The existence

of such states seems to suggest that the observed localization may be a consequence of the

current injection at the corners, which in turn is related to the edge physics of the Chern

insulator.

If the Fermi surface is slightly deformed, we expect these features to be retained up to slight

perturbations. To check this, we introduce anisotropy in the reservoirs by choosing the
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(a) J̄ /∆µL with with ηby = 1.1

(b) J̄ /∆µL with with ηby = 1.2

(c) J̄ /∆µL with with ηby = 1.3

Figure 4.8: Excess current density in the anisotropic reservoirs and the SBHZ wire. The
anisotropy is introduced by choosing different hopping, denoted by ηbx and ηby, in the x and y
directions respectively. The current in the reservoirs is localized along the lines at 45 degrees
to the horizontal directions. Parameter Values–Size of the SBHZ wire (blue region)=30×20,
∆µR = 0, ηbx = ηc = 1, µ = 0 and µw = 1.

hopping in the x and y directions to be ηbx and ηby respectively. The results are shown in

Fig. (4.8), where we plot the current densities for ηby = 1.1, ηby = 1.2 and ηby = 1.3 with

ηbx = 1. We see that the localization feature is indeed retained for small perturbations but

slowly gets washed away for increased anisotropy. Interestingly, on changing ηby, the angle

of the lines with the x-axis also gets changed from 45 degrees.
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4.3 Conclusion

In conclusion, we looked at electronic transport properties due to the edge modes of a Chern

insulator in the open system geometry and using a microscopic approach based on the NEGF

formalism. For arbitrary choices of the coupling between the insulator and leads, we find

that, in the topologically non-trivial regime, the conductance is quantized and the transport

current and charge densities are localized along the edges of the insulator. This is as is

expected from a phenomenological Landauer-Buttiker argument with perfect point contacts.

We find several interesting results on finite size effects and properties of the current density

inside the reservoirs. We discuss our findings below:

• We have provided numerical evidence, in a specific model, that the two terminal lon-

gitudinal conductance of a Chern insulator in an open geometry, namely coupled with

metallic leads is quantized. An analytic proof of this for a large class of models is desir-

able and remains an open problem. The conductance, at Fermi level µ = 0, increases

non-monotonically with the coupling of the insulator and the reservoirs. The growth

to the quantized value shows oscillations with a period that scales as N
1/2
y ηc.

• Our most interesting finding is that, at zero Fermi level, despite the fact that the CI

and the leads are coupled throughout the edge, the current injection into the CI and

ejection from the CI occurs only at the corners. Furthermore, the current density in

the leads is sharply localized in the metallic leads, at the scale of a few lattice spacing.

These features remain roughly true for small perturbations of the geometry of the

Fermi surface of the leads.

• The quantized conductance is a topological property. For an open system, it is phys-

ically reasonable to define a topological property as one that is independent of the

details of the properties of the leads and the coupling of the leads to the INT. On the

other hand the patterns of current densities and charge densities, namely the geome-

try of these observables are dependent on the model. We present numerical evidence

that, the geometry of these observables are largely determined by the shape, namely
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geometry, of the Fermi surface of the leads. We illustrated this by looking at current

densities as the Fermi level is tuned away from zero, and by introducing anisotropy

inside the metallic leads.
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Chapter 5

Classical harmonic wires in presence

of a magnetic field

Heat transport in harmonic wires has been extensively studied. Ordered harmonic wires

lead to ballistic transport where the heat current saturates in the thermodynamic limit, on

the other hand for disordered harmonic wires the current goes down with system size due

to Anderson localization. Typically, due to Anderson localization all the energy modes get

localized with a energy dependent localization length and the heat current scales exponen-

tially with system size. However, for special cases of disordered parameter, for example

mass disordered harmonic chains, the localization length diverges as the energy of the mode

approaches zero. Therefore, low energy modes still contribute to the heat transport and due

to this the current scales as a power law with system size. This power law is dependent

on the behaviour of the transmission and the localization length at low frequencies. The

behaviour of the transmission is dependent on whether the ends of the harmonic chain are

free or fixed. Due to this the current power laws also depend on the boundary conditions.

For mass disordered harmonic wires, these power laws were found to be 1/N1/2 and 1/N3/2

for free and fixed boundary conditions respectively.

Harmonic wires in presence of magnetic fields were recently studied and several interesting

results on the behaviour of heat transport were obtained [48, 49, 50]. Particularly, Ref. [48]
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studied harmonic wires with magnetic field and stochastic momentum exchange(modelling

non-linearities) and showed that the current exponent is completely changed in presence

of a magnetic field. This was attributed to the fact that the magnetic field changes the

spectrum of the system and the lower band shows a dispersion, ω(q) ∼ q2. In this chapter,

we investigate the question of heat transport properties in absence of the stochastic noise

but with ordered and disordered magnetic fields.

In Sec. 5.1, we introduce the model and derive the heat current for any spatial configuration

of the magnetic field using the NEGF formalism. We discuss briefly the similarity with

the 1-D Kitaev chain. We also express the Green’s function as product of matrices which

is useful to make analytical progress. In Sec. 5.2, we consider the ordered case and derive

the expression for the heat current in the thermodynamic limit for two different boundary

conditions. From these expressions, we discuss the low frequency behaviour of the heat

transmission, and we find that the presence of the magnetic field strongly modifies this

behaviour. In Sec. 5.3, we look at the disordered magnetic field case and derive the behaviour

of the Lyapunov exponent (inverse of localization length) at low frequencies. Using the results

for the transmission and the Lyapunov exponent at low frequencies, we obtain the power

laws for the for the current by using heuristic arguments. We also obtain the power laws

numerically. On comparison with the theory, we find that for the case where expectation

value of the magnetic field is non-zero we see a good agreement. However, for the expectation

of the magnetic filed to be zero, we don’t find a good agreement between the theory and the

numerics. We provide an explanation of this disagreement.
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5.1 The model and derivation of heat current using

NEGF

5.1.1 The model

We consider a chain of N harmonic oscillators each having two transverse degree’s of freedom

so that every oscillator is free to move in a plane perpendicular to the length of the chain. We

choose the plane of motion to be the x−y plane and denote the positions and momenta of the

nth oscillator by (xn, yn) and (pxn, p
y
n) respectively, with n = 1, 2, . . . , N . The oscillators are

assumed to have masses, m, and each carry a positive charge e. We consider a site-dependent

magnetic field ~Bn = Bn~ez, perpendicular to the plane of motion, which can be obtained from

a vector potential ~An = (−Bnyn, Bnxn, 0) at each lattice site. The Hamiltonian of the chain

is given by:

H =
N∑
n=1

(pxn + eBnyn)2 + (pyn − eBnxn)2

2m
+ k

N∑
n=0

(xn+1 − xn)2 + (yn+1 − yn)2

2

where k denotes the inter particle spring constant. We will consider the two different bound-

ary conditions: (i) fixed boundaries with x0 = xN+1 = 0 and (ii) free boundaries with

x0 = x1, xN = xN+1. In order to study heat current through this system, we consider the

1st and the N th oscillators to be connected to heat reservoirs at temperatures TL and TR

respectively. The heat reservoirs are modelled using dissipative and noise terms leading to

the following Langevin equations of motion:

mẍn = k(xn+1 + xn−1 − cnxn) + eBnẏn + ηxL(t)δn,1 + ηxR(t)δn,N − (γδn,1 + γδn,N)ẋn, (5.1)

mÿn = k(yn+1 + yn−1 − cnyn)− eBnẋn + ηyL(t)δn,1 + ηyR(t)δn,N − (γδn,1 + γδn,N)ẏn. (5.2)

for n = 1, 2, . . . , N . Here ηL(t) := (ηxL(t), ηyL(t)) and ηR(t) := (ηxR(t), ηyR(t)) are Gaussian

white noise terms acting on the 1st and N th oscillators respectively. These follow the regular

white noise correlations,
〈
ηL/R(t)ηL/R(t′)

〉
= 2γTL/Rδ(t− t′) (Boltzmann’s constant is fixed
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to one to simplify), where γ is the dissipation strength at the reservoirs. The coefficients cn

fix the boundary conditions of the problem. For fixed boundaries cn = 2 for all n, while for

free boundary conditions cn = 2− δn,1 − δn,N .

5.1.2 Heat current using NEGF

For heat current in the setup considered here, we need to obtain the steady state solution of

the equations of motion given by Eq. (5.1)-(5.2). Denoting by ũ(ω) = 1
2π

∫∞
−∞ e

−iωtu(t)dt the

Fourier transform of any function u(t), we rewrite the Langevin equations in Fourier space

as

(−mω2 + cnk + iγωδn,1 + iγωδn,N)x̃n(ω)− iωeBnỹn(ω)

− kx̃n+1(ω)− kx̃n−1(ω) = η̃xL(ω)δn,1 + ηxR(ω)δn,N , (5.3)

(−mω2 + cnk + iγωδn,1 + iγωδn,N)ỹn(ω) + iωeBnx̃n(ω)

− kỹn+1(ω)− kỹn−1(ω) = η̃yL(ω)δn,1 + ηyR(ω)δn,N . (5.4)

The noise correlations in Fourier space now satisfy
〈
ηL/R(ω)ηL/R(ω′)

〉
= (γTL/R/π)δ(ω+ω′).

Let us define the column vectors

X̃(ω) =



x̃1(ω)

x̃2(ω)
...

x̃N−1(ω)

x̃N(ω)


, Ỹ (ω) =



ỹ1(ω)

ỹ2(ω)
...

ỹN−1(ω)

ỹN(ω)


, η̃x/y(ω) =



η̃
x/y
L (ω)

0
...

0

η̃
x/y
R (ω)


to write Eq. (5.3) and Eq. (5.4) jointly in the block-matrix form

G̃−1(ω)

X̃(ω)

Ỹ (ω)

 =

η̃x(ω)

η̃y(ω)

 with G̃−1(ω) =

 Π(ω) K(ω)

−K(ω) Π(ω)

 , (5.5)
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where Π(ω) and K(ω) are square matrices with matrix elements given by

[Π(ω)]n,` = (−mω2 + cnk)δn,` − k(δn,`+1 + δn,`−1) + iγωδn,1δ`,1 + iγωδn,Nδ`,N ,

[K(ω)]n,` = −ieBnωδn,`.

From Eq. (5.5), we can write the steady state solution directly by inverting the matrix

G̃−1(ω). Therefore we have

x̃n(ω) =
∑
`

[G+
1 (ω)]n,` η̃

x
` (ω) +

∑
`

[G+
2 (ω)]n,` η̃

y
` (ω), (5.6)

ỹn(ω) = −
∑
`

[G+
2 (ω)]n,` η̃

x
` (ω) +

∑
`

[G+
1 (ω)]n,` η̃

y
` (ω), (5.7)

where

G+
1 =

[
Π +KΠ−1K

]−1
and G+

2 = −G+
1 KΠ−1. (5.8)

These two last matrices form the 2 × 2 block structure of the matrix G̃(ω) as

G̃(ω) =

 G+
1 (ω) G+

2 (ω)

−G+
2 (ω) G+

1 (ω)

 .

Defining the square matricesG−1/2 = [G+
1/2]† and Γn,`(ω) = [Π†(ω)−Π(ω)]n,` = −2iω(γδn,1δ`,1+

γδn,Nδ`,N), one gets from Eq. (5.8) that [G−1 ]−1 − [G+
1 ]−1 = Π† − Π + KΠ†

−1
K −KΠ−1K.

Multiplying this on the left by G+
1 and on the right by G−1 we get, after some manipulations,

the following relation:

G+
1 (ω)−G−1 (ω) = G+

1 ΓG−1 +G+
2 ΓG−2 . (5.9)

This will be useful later on to put the heat current in the Landauer or NEGF form.

Having obtained the steady state solution, we now proceed to calculate the average heat

current JN in the steady state. We can compute the current at any point on the chain since

the steady state value will be the same everywhere. Let us consider the current from the left

reservoir into the system. This is given by taking the steady state average 〈·〉ss of the dot
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product of the velocity of the first particle with the force on it from the left reservoir, thus

JN = −γ
〈
ẋ2

1 + ẏ2
1

〉
ss

+ 〈ηxL(t)ẋ1〉ss + 〈ηyL(t)ẏ1〉ss .

The first term on simplification gives

−γ
〈
ẋ2

1 + ẏ2
1

〉
ss

= −
∫ ∞
−∞

dω

π

{
2γ2TLω

2
(∣∣[G+

1 (ω)]1,1
∣∣2 +

∣∣[G+
2 (ω)]1,1

∣∣2)
+2γ2TRω

2
(∣∣[G+

1 (ω)]1,N
∣∣2 +

∣∣[G+
2 (ω)]1,N

∣∣2)} , (5.10)

and the sum of the other two terms is given by

〈ηxL(t)ẋ1〉ss + 〈ηyL(t)ẏ1〉ss =

∫ ∞
−∞

dω

π

{
iω[G+

1 (ω)]1,1γTL + iω[G+
1 (ω)]1,1γTL

}
(5.11)

= 2TL

∫ ∞
−∞

dω

π
ω2
{(∣∣[G+

1 (ω)]1,1
∣∣2 +

∣∣[G+
2 (ω)]1,1

∣∣2) γ2 + (
∣∣[G+

1 (ω)]1,N
∣∣2 +

∣∣[G+
2 (ω)]1,N

∣∣2)γ2
}
,

(5.12)

where in the last step we used Eq. (5.9). Adding Eq. (5.10) and Eq. (5.12) we finally get

JN = (TL − TR)

∫ ∞
−∞

dωTN(ω) (5.13)

where TN is the net transmission amplitude across the harmonic chain defined by

TN(ω) =
2γ2

π
ω2
[∣∣[G+

1 (ω)]1,N
∣∣2 +

∣∣[G+
2 (ω)]1,N

∣∣2] . (5.14)

Note that in the absence of the magnetic field, Bn = 0, the Green’s function, G+
2 , vanishes

and we recover the current due to two uncoupled oscillator chains [68]. The magnetic field

couples the two transverse modes. In fact, we see from Eq. (5.6) that G+
2 (ω) connects the

x-displacements with the y-displacements, and hence, it can be interpreted as the scattering

matrix for a x-polarized incident plane wave to be scattered into a y-polarized wave. The

term involving G+
1 (ω) is the normal transmission amplitude which is attributed to scattering

of the incoming plane wave without change of polarization. The combination of the two

terms leads to the rotation of the polarization of the incoming plane wave.
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It is interesting to note that the mathematical structure of the Green’s functions obtained

here is of the same form as that found for electron transport in superconducting wires

discussed in chapter 2. Analogous to the scattering between transverse modes that we see

here, in superconducting wires, the superconducting order causes scattering between particle

and hole electronic states.

5.1.3 Green’s function as product of matrices

We now rewrite the components of the two Green’s functions, [G+
1 (ω)]1,N and [G+

2 (ω)]1,N

defined by Eq. (5.8), as a product of matrices using a transfer matrix approach. This will

give us explicit expressions for the two components enabling us to obtain analytic closed-

form results in special cases. We start by rewriting the equations of motion in a way such

that the 2N× 2N matrix G̃−1(ω) appearing in Eq. (5.5) gets restructured into a 2× 2-block

tri-diagonal matrix, G(ω). To that end, we define for each k = 1, . . . , N the column vectors

R̃n(ω) =

x̃n(ω)

ỹn(ω)

 , η̃n(ω) =

η̃xn(ω)

η̃yn(ω)

 ,

and notice that the Eq. (5.3) and Eq. (5.4) can then be written as

N∑
`=1

[G−1(ω)]n,`R̃`(ω) = η̃n(ω), (5.15)
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where [G−1(ω)]k,` are 2 × 2 matrices defined via G−1(ω) given by

G−1(ω) =



A1(ω) + iγωI2 −kI2 0 0 . . . . . . 0 0

−kI2 A2(ω) −kI2 0 . . . . . . 0 0

0 −kI2 A3(ω) −kI2 . . . . . . 0 0
...

...
...

. . .
...

...
...

...
...

. . .
...

...
...

...
... . . . −kI2 AN−1(ω) −kI2

0 0 0 . . . . . . −kI2 AN(ω) + iγωI2


.

Here In refers to a n× n identity matrix, while A`(ω) is the 2 × 2 matrix defined by

A` := A`(ω) =

−mω2 + c`k −iωeB`

iωeB` −mω2 + c`k

 , ` = 1, . . . , N.

Notice that Eq. (5.15) gives R̃`(ω) =
∑

k[G(ω)]`,kη̃k(ω), so on comparison with the solution

in Eq. (5.6) and Eq. (5.7) we can write the components of the 2 × 2 matrix [G(ω)]k,` to be

[G(ω)]n,` =

 [G+
1 (ω)]n,` [G+

2 (ω)]n,`

−[G+
2 (ω)]n,` [G+

1 (ω)]n,`

 . (5.16)

Thus we now require the 2 × 2 block [G(ω)]1,N to calculate the components [G+
1 (ω)]1,N and

[G+
2 (ω)]1,N . Since the matrix G−1(ω) is tri-diagonal, [G+

1 (ω)]1,N can be expressed as products

of matrices using a transfer matrix approach. This may be achieved by writing down the

first column of equations from the identity G(ω)G−1(ω) = I2N ,

G1,1(A1 + iγωI2)− kG1,2 = I2 , (5.17)

G1,`−1 + G1,`+1 − k−1G1,`A` = 0 , 1 < ` < N, (5.18)

G1,N(AN + iγωI2)− kG1,N−1 = 0. (5.19)
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We now write these equations in the form

(
I2 G11

)
=
(
G11 G12

)A1 + iγωI2 I2

−kI2 0

 , (5.20)

(
G1,`−1 G`,l

)
=
(
G1,` G1,`+1

)k−1A` I2

−I2 0

 , 1 < ` < N (5.21)

(
G1,N−1 G1,N

)
=
(
G1,N 0

)k−1(AN + iγωI2) I2

0 0

 . (5.22)

We then use Eq. (5.21) in Eq. (5.20) repeatedly and finally use Eq. (5.22) to get,

(
I2 G11

)
=
(
G1N 0

)
ΩL ΠN ΩR (5.23)

with the the 4 × 4 matrices ΩL,ΠN ,ΩR defined by

ΩL =

I2 −iγω
k
I2

0 0

 , ΩR =

 kI2 0

iγωI2 I2

 ,

ΠN =
N∏
`=1

Ω` =
N∏
`=1

k−1A` I2

−I2 0

 =
N∏
`=1

a`I2 + b`σ
y I2

−I2 0

 (5.24)

where σy = ( 0 −i
i 0 ) is the second Pauli’s matrix and

a` := a`(ω) = (−mω2 + c`k)/k, b` := b`(ω) = ωeB`/k. (5.25)

Thus we have expressed the required components of the Green’s function as a product of

4×4 matrices Ω`. This product can further be simplified by making a unitary transformation

such that σy = U †σzU with σz = ( 1 0
0 −1 ) the third Pauli’s matrix, in order to diagonalise
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the matrix a`I2 + b`σ
y . This makes the product to be

ΠN =
N∏
`=1

a`I2 + b`σ
y I2

−I2 0

 =

U † 0

0 U †

 N∏
`=1

a`I2 + b`σ
z I2

−I2 0

U 0

0 U

 .

The product in this equation is now composed of 2 × 2 diagonal blocks and therefore we

have that for any 1 ≤ n ≤ N ,

n∏
`=1

a`I2 + b`σ
z I2

−I2 0

 =


f+
n 0 g+

n 0

0 f−n 0 g−n

−f+
n−1 0 −g+

n−1 0

0 −f−n−1 0 −g−n−1


where the numbers f±n , g

±
n , defined for n = 0, 1, .., N , follow the same second order recursive

equation but with different initial conditions. More exactly we have that for

f±n+1 = (an+1 ± bn+1)f±n − f±n−1, f±0 = 1, f±1 = a1 ± b1,

g±n+1 = (an+1 ± bn+1)g±n − g±n−1, g±0 = 0, g±1 = 1.
(5.26)

Therefore, the 4 × 4 matrices in the product are effectively reduced to 2 × 2 matrices. The

expressions for f±n , g
±
n could be exactly found for the two boundary conditions. We do this

in the next section, for now we conclude this section by expressing required components of

the Green’s function using the variables f±n , g
±
n . We use U = 1√

2
( i 1
−i 1 ) to rewrite ΠN as,

ΠN =
1

2i


i(f+

N + f−N ) (f+
N − f

−
N ) i(g+

N + g−N) (g+
N − g

−
N)

−(f+
N − f

−
N ) i(f+

N + f−N ) −(g+
N − g

−
N) i(g+

N + g−N)

−i(f+
N−1 + f−N−1) −(f+

N−1 − f
−
N−1) −i(g+

N−1 + g−N−1) −(g+
N−1 − g

−
N−1)

(f+
N−1 − f

−
N−1) −i(f+

N−1 + f−N−1) (g+
N−1 − g

−
N−1) −i(g+

N−1 + g−N−1)

 .

(5.27)
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We define the matrices PN and QN as follows,

PN =
1

2i

 i(f+
N + f−N ) f+

N − f
−
N

−(f+
N − f

−
N ) i(f+

N + f−N )

 QN =
1

2i

 i(g+
N + g−N) g+

N − g
−
N

−(g+
N − g

−
N) i(g+

N + g−N)

 . (5.28)

Then

ΠN =

 PN QN

−PN−1 −QN−1

 . (5.29)

Substituting ΠN from Eq. (5.27) in Eq. (5.23), we can show that

I2 = G1,N

(
kPN + iγω(QN + PN−1)− γ2ω2

k
QN−1

)
= G1,N

 1
2
(F+

N + F−N ) 1
2i

(F+
N − F

−
N )

− 1
2i

(F+
N − F

−
N ) 1

2
(F+

N + F−N )


(5.30)

G11 = G1,N

(
QN + i

γω

k
QN−1

)
(5.31)

where

F±N := F±N (ω) = k
(
f±N + iγ

k
ω(g±N + f±N−1)− γ2

k2
ω2g±N−1

)
. (5.32)

Using Eq. (5.16) and inverting Eq. (5.30) gives us the required components of the Green’s

functions:

[G+
1 ]1,N =

1

2

(
1

F+
N

+
1

F−N

)
and [G+

2 ]1,N = − 1

2i

(
1

F+
N

− 1

F−N

)
.

These then give, using Eqs. (5.13)-(5.14), the heat current to be

JN = (TL − TR)
γ2

π

∫ ∞
−∞

dω ω2

[
1∣∣F+

N (ω)
∣∣2 +

1∣∣F−N (ω)
∣∣2
]
. (5.33)

Thus we have now obtained a new expression for the net transmission amplitude TN(ω).

In the next section we use this form and, for the case of a uniform magnetic field, derive

analytical expressions for the current in the thermodynamic limit. Before that, we take a

quick digression to discuss the temperature profile.
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Temperature Profile

We can also obtain the temperature profile of the chain, which is defined as T` = m 〈ẋ2
`(t) + ẏ2

` (t)〉.

Using the steady state expression for x`(t) and y`(t), we can show that this is given by,

T` = TLΛ` + TR(1− Λ`); Λ` =

∫ ∞
−∞

dω

π
mγω2

[
[|G+

1 (ω)]1`|2 + |G+
2 (ω)]1`|2

]
(5.34)

Using Eq. (5.20), Eq. (5.21) and Eq. (5.22), we could obtain the matrix block G1`, containing

the required components for the temperature profile, to be,

(
I2 G11

)
=
(
G1` G1,`+1

)
Π`ΩR =

(
G1` G1,`+1

) kP` + iγωQ` Q`

−kP`−1 − iγωQ`+1 −Q`−1

 (5.35)

where Π` is defined by Eq. (5.27) with n replaced by `. Using this equation we can write

linear equations for G1` and G1,`+1 in the block form as,

I2 − iγωG11 = G1`kP` − G1,`+1kP`−1 , (5.36)

G11 = G1`Q` − G1,`+1Q`−1 . (5.37)

G11 is obtained via Eq. (5.31). This set of equation seems complicated to simplify further but

when evaluated numerically, for an ordered chain, we obtain the results given in Fig (5.1).

The temperature in the bulk is the same as for zero magnetic field case, (TL + TR)/2 and

the magnetic field mostly effects the profile near the ends of the chain.
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(a) B = 0 (b) B = 0.5

Figure 5.1: Temperature distribution for the ordered chain. Parameter values — e = m =
k = 1, N = 32, TL = 3.5, TR = 1.5.

5.2 Expressions for the current in the thermodynamic

limit for the uniform magnetic field case

We consider a uniform chain (Bn = B for all n = 1, 2 . . . , N) and derive the expressions for

the current in the thermodynamic limit,

J∞ = lim
N→∞

JN ,

for the cases of fixed boundary conditions and free boundary conditions.

For the infinite system, the phonon spectrum consists of two bands {ω±(q) ; q ∈ (0, π)}

where 2mω±(q) = ±eB+
√

(eB)2 + 8mk(1− cos q). The bands are gapped for eB >
√

2mk.

In Fig. (5.2a) and Fig. (5.2b) we show the spectrum for eB <
√

2mk and eB >
√

2mk

respectively. In the former, the bands overlap while in the latter they are gapped. We

expect the transmission to be zero outside the bandwidth of the two bands which becomes

explicit in the thermodynamic limit. We will show that in the thermodynamic limit, the

current expression in Eq. (5.33) is the sum of two terms due to the two frequency bands of

the system. Also, in the small ω limit we will find that T∞(ω) = limN→∞ TN(ω) is equivalent
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(a) B = 1 (b) B = 2

Figure 5.2: Spectrum of the chain in the bulk. Parameter values — e = m = k = 1.

to ω3/2 and ω1/2 for free and open boundary conditions respectively. We consider the two

boundary conditions separately and set k = e = 1 without loosing generality.

Fixed boundary conditions:

We have then c` = 2 for all ` = 1, . . . , N . The expressions for f±` for free boundary conditions

can be found exactly from Eq. (5.26). Recalling Eq. (5.25) let us denote q± := q±(ω) ∈ C

such that

2 cos
(
q±(ω)

)
= a`(ω)± b`(ω) = 2−mω2 ±Bω. (5.38)

We obtain

f±` =
sin[q±(`+ 1)]

sin q±
and g±` = f±`−1 (for ` ≥ 1). (5.39)

Recall Eq. (5.33). If ω is not in the frequencies band defined by ω+ (resp. ω−) then

q+(ω) (resp. q−(ω)) has a non-vanishing imaginary part and F+
N (ω) (resp. F−N (ω)) becomes

exponentially large in N , so that these ω’s will not contribute in the thermodynamic limit
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to the heat current.

We therefore obtain in the thermodynamic limit,

J∞ = (TL − TR)
γ2

π
lim
N→∞

∫ ∞
−∞

dω ω2

[
1∣∣F+

N (ω)
∣∣2 +

1∣∣F−N (ω)
∣∣2
]

= (TL − TR)
2γ2

π
lim
N→∞

{∫ π

0

dω+(q)
[ω+(q)]2∣∣F+
N (ω+(q))

∣∣2 +

∫ π

0

dω−(q)
[ω−(q)]2∣∣F−N (ω−(q))

∣∣2
}

where in the second equality, the 2 comes from the fact that by symmetry we restricted us

to positive frequencies.

To obtain the limits, we follow the steps given in [68]. By using Eq. (5.32) and Eq. (5.39)

we can express F±N (ω±(q)) as

F±N (ω±(q)) =
1

sin(q)
[α±(q) sin(qN) + β±(q) cos(qN)],

α±(q) = (1− γ2[ω±(q)]2) cos(q) + 2iγω±(q), β±(q) = (1 + γ2[ω±(q)]2) sin(q).

(5.40)

We have then to study the limit as N →∞ of

∫ π

0

dq
∂ω±

∂q
(q)

sin2(q)[ω±(q)]2

|α±(q) sin(qN) + β±(q) cos(qN)|2
=

∫ π

0

dq
H±(q)

1 +R±(q) sin(2qN + ϕ±(q))

where

H±(q) =
2

|α±(q)|2 + |β±(q)|2
∂ω±

∂q
(q) sin2(q)[ω±(q)]2

and

R±(q) cos
(
ϕ±(q)

)
=

2 Re(α±(q)β±(q))

|α±(q)|2 + |β±(q)|2
, R±(q) cos

(
ϕ±(q)

)
=
|α±(q)|2 − |β±(q)|2

|α±(q)|2 + |β±(q)|2
.

β±(q) is the complex conjugate of β±(q). It can be shown [68, 69, 70] that

lim
N→∞

∫ π

0

dq
H±(q)

1 +R±(q) sin(2qN + ϕ±(q))
=

∫ π

0

dq
H±(q)√

1− [R±(q)]2
.
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JN J∞
Fixed BC Free BC Fixed BC Free BC

N = 10, B = 1 0.179 0.160 0.179 0.158
N = 20, B = 1 0.179 0.158 0.179 0.158

N = 10, B = 2 0.163 0.121 0.163 0.131
N = 20, B = 2 0.163 0.131 0.163 0.131

Table 5.1: Comparison of numerical values of the current for finite N and the value of the
current in the thermodynamic limit for γ = 0.2, m = k = e = 1, TL = 1, TR = 0.

Since we have that
1√

1− [R±]2
=
|α±|2 + |β±|2

2| Im(α±β±)|

and

Im
(
α±(q)β±(q)

)
= 2γω±(q)

(
1 + γ2[ω±(q)]2

)
sin(q) ≥ 0 for q ∈ (0, π) ,

we get that

lim
N→∞

∫ π

0

dq
∂ω±

∂q
(q)

sin2(q)[ω±(q)]2

|α±(q) sin(qN) + β±(q) cos(qN)|2

=
1

2γ

∫ π

0

dq
∂ω±

∂q
(q)

ω±(q) sin(q)

1 + γ2[ω±(q)]2
=

1

2γ

∫ ω±(π)

ω±(0)

dω
ω sin(q±(ω))

1 + γ2ω2
.

(5.41)

We conclude that

J∞ = (TL − TR)
γ

π


∫ ω+(π)

ω+(0)

dω
ω sin(q+(ω))

1 + γ2ω2
+

∫ ω−(π)

ω−(0)

dω
ω sin(q−(ω))

1 + γ2ω2

 . (5.42)

The two integrals run over the two bands of the spectrum: [ω−(0), ω−(π)] = [0, (−B +
√
B2 + 16m)/2m] and [ω+(0), ω+(π)] = [B/2m, (B +

√
B2 + 16m)/2m]. We see that in the

thermodynamic limit the transmission is exactly zero at energy values outside the two bands

of the spectrum and also the current is explicitly expressed as sum of two terms coming from

the two bands. For small ω behaviour of the transmission, T∞(ω), we take the contribution

due to the lower band (depending on the sign of eB we have ω+(0) = 0 or ω−(0) = 0). It

is straightforward to see from Eq. (5.42) that T∞(ω) ∼ ω3/2 for B 6= 0 while for B = 0,

T∞(ω) ∼ ω2.
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(a) Fixed BC (b) Free BC

Figure 5.3: Comparison of the transmission TN(ω) for fixed and free boundary for N = 20
with T∞(ω). Parameter values — m = k = e = 1, γ = 0.2 and B = 2.

Figure 5.4: Variation of the current with the magnetic field. Parameter values — e = m =
k = 1, γ = 0.2, TL = 1, TR = 0.

Free boundary conditions:

For free boundary conditions we have c` = 2 − δ`,1 − δ`,N . Recalling Eq. (5.25) and the

definition of q± := q±(ω) ∈ C the numbers f±` , g
±
` can once again be obtained with from
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Eq. (5.26). We have

f±N = 2
(cos(q±)− 1)

sin(q±)
sin(q±N), g±N−1 =

sin(q±(N − 1))

sin(q±)
,

and g±N = f±N−1 =
1

sin(q±)
(sin(q±N)− sin(q±(N − 1))),

where q± is defined in Eq. (5.38). Using these we can express F±N defined by Eq. (5.32) as

F±N (ω±(q)) =
1

sin(q)
[α±(q) sin(qN) + β±(q) cos(qN)]

where

α±(q) = 2(cos(q)− 1)− γ2[ω±(q)]2 cos(q) + 2iγω±(q)(1− cos(q)),

β±(q) = γ2[ω±(q)]2 sin(q) + 2iγω±(q) sin(q).

It has the same form as F±N appearing in Eq. (5.40) but with different expressions for α±

and β±. Hence using the same method, and noticing that

Im
(
α±(q)β±(q)

)
= 2γ[ω±(q)]2 sin(q)

[
∓B +

(
γ2 +m

)
ω±(q)

]
we deduce that

J∞ = (TL − TR)
γ

π


∫ ω+(π)

ω+(0)

dω
sin(q+(ω))

−B + (γ2 +m)ω
+

∫ ω−(π)

ω−(0)

dω
sin(q−(ω))

B + (γ2 +m)ω

 . (5.43)

As in the case of fixed boundary condition, we have expressed the current as the sum of two

integrals running over the two bands of the spectrum. However, from this expression, for

small ω behaviour of T∞(ω), the lower band gives T∞(ω) ∼ ω1/2 and ∼ ω0 for B 6= 0 and

B = 0 respectively.

In Fig. (5.3a) and Fig. (5.3b), we show a comparison between T∞(ω) derived for the two

boundary conditions with the respect transmission obtained numerically for N = 20. It can

be seen that the transmission in the thermodynamic limit looks exactly like the envelope
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covered by the transmission for finite N . Table 1 shows the comparison of the numerically

obtained current for N = 10, 20 and B = 1, 2 with the value of the current calculated from

the Eq. (5.42) and Eq. (5.43) for the two boundary conditions respectively. These show a

good agreement. We also show in Fig. (5.4) the variation of the current in thermodynamic

limit J∞ with respect to the magnetic field and we find that it decreases monotonically to 0

with the magnetic field B, as 1/B2 for large B, independently of the boundary conditions.

We can also check easily that the limit B → 0 and N →∞ commute, i.e. the limit of J∞ as

B → 0 is equal to the normalised current of the ordered harmonic chain without magnetic

field considered in [71, 72, 73, 68], for free and fixed boundary conditions.

5.3 Disordered magnetic field

In the Sec. 5.1, by using the non-equilibrium Green function formalism, we obtained an

exact expression for the heat current, JN , in the steady state of the chain for any spatial

configuration of the magnetic field. We now consider the magnetic field to be disordered.

We denote by 〈JN〉 the expectation of the heat current with respect to the magnetic field

distribution 〈·〉 and our goal is to understand its scaling behavior in N .

Note that the iteration in equation Eq. 5.26 for (f−n )n≥0 and (g−n )n≥0 can now be thought in

terms of the two dimensional discrete time Markov chain (Un)n≥0 given by

Un+1 =

2− ω2 − ωBn+1 −1

1 0

 Un, where Un :=

 un

un−1

 and m = k = 1, (5.44)

by choosing suitable initial conditions. By replacing the Bn’s by −Bn’s in the last display,

we see that (f+
n )n≥0 and (g+

n )n≥0 can also be expressed in terms of (Un)n≥0 . The state of

the Markov chain is nothing but the result of a product of 2 × 2 product of independent

and identically distributed random matrices. Roughly, the behaviour of F±N is related to the
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growth of ‖UN(ω)‖ which will be in the form e2λ(ω)N , where

λ(ω) = lim
n→∞

1

2n
〈log ‖Un(ω)‖〉 = lim

n→∞

1

n
〈log |un(ω)|〉 > 0, (5.45)

with 〈...〉 denoting a disorder average, is half the Lyapunov exponent associated to the

Markov chain (Un)n≥0, or equivalently of the corresponding product of random matrices.

The limit exists by Furstenberg’s Theorem [74], is non-negative, independent of the initial

condition U0 and the limit holds in fact also for any realisation and not only by averaging

over the magnetic field distribution.

For now we quickly discuss the effect of localization due to the random magnetic field on the

heat transport and the need for calculating the Lyapunov exponent λ(ω) for small frequencies

ω.

5.3.1 Effect of localization due to random magnetic field on the

net Transmission

Using Eq. (5.14), we can calculate the net transmission TN(ω) for any spatial configuration

of the magnetic field using a computer programme. In Fig. (5.5a) and Fig. (5.5b) we plot the

net transmission function with ω for a uniform magnetic field and for a random magnetic field

for different system sizes respectively. On comparison of the two plots, we can see that the

randomness causes suppression of the net transmission and also the net transmission for the

random magnetic field case goes down with system size while the system size has nearly no

effect on the transmission for the uniform magnetic field. The suppression in case of random

magnetic field is due to localization of the normal modes of the system. The normal modes

of frequency ω get exponentially localized due to randomness with a localization length given

by 1/λ(ω) where λ(ω) is the Lyapunov exponent defined in Eq. (5.45). As a result of this

they a priori do not contribute to the transmission. However, note that the transmission for

random magnetic field is higher near ω = 0 and goes down as we move away which means

that the normal modes with energies closer to ω = 0 have a larger localization length, i.e.

98



(a) Uniform magnetic field (b) Random magnetic field

Figure 5.5: Variation of the net transmission, in units of kB = 1, with ω for uniform magnetic
field, panel (a), and random magnetic field, panel (b). The axes are in log scale and γ = 0.2.
The magnetic field in (a) is set to be 1 on all oscillators and in (b) it was chosen uniformly
from the interval (0, 2). As can be seen clearly from the plots, the localization effects cause
suppression of the transmission.

λ(ω)→ 0 as ω → 0. Since we are eventually interested in the size dependence of the current,

for large N , which is the integral of the transmission over all ω, we can reduce the integration

limit to values of ω for which the localization length is greater than the system size. For

the remaining ω values for which the localization length is less than the system size, the

transmission would be negligible. Hence, we cut off the integral limit to ω = ωNmax where

1/λ(ωNmax) = N and the current is then given by

〈JN〉 ≈ 2(TL − TR)

∫ ωNmax

0

dω lim
N→∞

〈TN(ω)〉 = 2(TL − TR)

∫ ωNmax

0

dωT∞(ω) . (5.46)

Note that the frequency ωNmax would be very small for large N , and for such small frequencies

we expect T∞(ω) to have a weak dependence on disorder [since in the recursion Eq. (5.44),

the randomness is multiplied by ω] — hence in the above equation T∞(ω) is written without

a disorder average and can in fact be determined by considering the chain in a constant

magnetic field of strength 〈B〉. In Sec. 5.2, we showed that for constant magnetic field

〈B〉 6= 0, T∞(ω) ∼ ω3/2 and ∼ ω1/2 for fixed and free boundaries respectively, while for
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〈B〉 = 0 it goes as ω2 and ω0 for the two boundary conditions respectively. To determine

the size dependence of the current in addition to the small ω behaviour of T∞(ω) we also

need the small ω behaviour of λ(ω). We now proceed to the next section where we discuss

the Lyapunov exponents of this equation.

5.3.2 Analysis of the Lyapunov exponents

In this section we present theoretical and numerical results on the asymptotics of Lyapunov

exponents for small ω for the Markov processes defined by Eq. (5.44). The Lyapunov expo-

nents are independent of the boundary conditions – so for this section we only work with

fixed boundary conditions by setting cn = 2 for all n – and of the initial condition of the

process – i.e. it is the same for f±n and g±n . We show that Eq. (5.44) has three different

behaviors for the Lyapunov exponent depending on the expected value 〈B〉 of the random

magnetic field. For 〈B〉 > 0 the Lyapunov exponent satisfies λ(ω) ∼ ω and for 〈B〉 < 0,

λ(ω) ∼ ω1/2. However, for 〈B〉 = 0, λ(ω) ∼ ω2/3. Similar Lyapunov exponent behaviours are

found for a harmonic oscillator with parametric noise, [75] and we will see that Eq. (5.44)

could be written exactly in this form in the continuum limit.

Theoretical results for Lyapunov exponents

Let (zt)t≥0 ∈ R2 be the solution of the following stochastic differential equation (with arbi-

trary initial condition)

żt = A0zt + εσξtA1zt , (5.47)

where ε is a small positive parameter, σ > 0 a constant, ξt a one dimensional standard white

noise and A0 and A1 are 2× 2 matrices such that

A0 =

 0 1

−c 0

 , A1 =

 0 0

−1 0

 with c ∈ R .
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The Lyapunov exponent λz(ε) of the process (zt)t≥0 is defined by

λz(ε) = lim
t→∞

1

t
〈log ‖zt‖〉 , (5.48)

where 〈·〉 denotes the expectation with respect to the white noise. It is proved in appendix

7.3 that if we denote zt = (ut, vt)
⊥ then we have the Lyapounov exponent for (ut)t≥0 is the

same as for (zt)t≥0:

λz(ε) = lim
t→∞

1

t
〈log |ut|〉 . (5.49)

The following result, proved in [76], gives the behaviour of the Lyapunov exponent λz(ε) for

small noise

1. If c = 0 then λz(ε) = λ̂(σ)ε2/3 where λ̂(σ) is defined in Eq. (7.41) .

2. If c > 0 then λz(ε) ∼ σ2

8c
ε2 .

3. If c < 0 then λz(ε) ∼
√
|c| .

A sketch of the proof of this result is given in Appendix 7.3.

Consider now Eq. (5.44) defining the discrete time Markov chain Un = (un, un−1)> and

rewrite it in the following form, for small ω,

un+1 + un−1 − 2un = −ω〈B〉un − ω(Bn+1 − 〈B〉)un +O(ω2) .

In the continuum limit, the discrete time process (un)n≥0 becomes then the continuous time

process (ut)t≥0 solution of

üt = −ω〈B〉ut − ωσξtut (5.50)

where (ξt)t≥0 is a standard white noise and σ2 the variance of the (Bn)n. Defining wt =
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(ut, u̇t)
> we see that the previous equation reads

ẇt =

 0 1

−ω〈B〉 0

wt + σωξt

 0 0

−1 0

wt . (5.51)

We are interested in the Lyapunov exponent of the process (ut)t≥0 (or equivalently of the

process (wt)t≥0 as said before):

λw(ω) = lim
t→∞

1

t
〈log ‖wt‖〉 = lim

t→∞

1

t
〈log |ut|〉 (5.52)

Eq. (5.51) looks similar to Eq. (5.47) but to fit perfectly with Eq. (5.47) we perform the time

scaling

ũt = ut/√ω

in Eq. (5.50) wich gives by scaling invariance of white noise

¨̃ut = −〈B〉ũt − ω1/4σξtũt (5.53)

or equivalently for z̃t = (ũt, ˙̃ut)
> the equation

˙̃zt =

 0 1

−〈B〉 0

 z̃t + σω1/4ξt

 0 0

−1 0

 z̃t . (5.54)

With the previous notation we have hence

λw(ω) =
√
ω λz̃(ω

1/4) . (5.55)

Eq. (5.54) fits perfectly Eq. (5.47) with c = 〈B〉 and ε = ω1/4. Then using point (i), (ii) and

(iii) of Eq. (5.47) and Eq. (5.55) we get

1. If 〈B〉 = 0, λw(ω) = λ̂(σ)ω2/3 where λ̂(σ) is defined in Eq. (7.41) .
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(a) 〈B〉 > 0 (b) 〈B〉 = 0 (c) 〈B〉 < 0

Figure 5.6: Variation of numerically calculated Lyapunov exponent, λ = 1
N
〈log |uN |〉, with ω.

〈log |uN |〉 denotes average of log |uN | over 100 realizations of the random magnetic field. For
(a), (b) and (c) the magnetic fields were chosen randomly from the intervals (0, 1), (−1, 1)
and (−1, 0) respectively. The solid line is the data from the simulation while the dashed line
is a power law fit, Cωs, to the data with C and s as fitting parameters. The obtained values
of the fitting parameters agree appreciably with the theoretical values.

2. If 〈B〉 > 0, λw(ω) ∼ σ2

8〈B〉ω .

3. If 〈B〉 < 0, λw(ω) ∼
√
| 〈B〉 |ω1/2 .

It makes sense to believe that λ(ω) defined by Eq. (5.45) and λw(ω) defined by Eq. (5.52)

have roughly the same behaviour as ω → 0 but a strong theoretical argument supporting

this belief is missing. However, in the case 〈B〉 > 0, we can obtain directly the behaviour of

λ(ω) by following the approach of [77] and we observe then a good agreement at first order

between λ(ω) and λw(ω), not only at the level of the exponent in ω but also at the level of the

prefactor, see Table 5.2. Unfortunately we were not able to carry this approach for 〈B〉 < 0

or 〈B〉 = 0 and we decided hence to not pursue this approach. However numerical results

presented in the next section support strongly the claim that λ(ω) ∼ λw(ω) for ω → 0.

Numerical results for Lyapunov exponents

We numerically calculate the Lyapunov exponents by using Eq. (5.26) to generate uN for 100

realizations of the random magnetic field. The Lyapunov exponent would then be given by

λ = 1
N
〈log |uN |〉, where N is the number of oscillators. We plot in Fig. (5.6), the numerical
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Case Range of Bn s : λ(ω) ∼ Cωs C Ctheoretical

〈B〉 > 0

λ(ω) ∼ σ2

8〈B〉ω

(0, 0.25) 0.986 0.0045 0.0052
(0, 0.5) 0.999 0.0102 0.0104
(0, 0.75) 1.0005 0.0156 0.0156

〈B〉 < 0

λ(ω) ∼
√
|〈B〉|ω1/2

(−0.25, 0) 0.492 0.315 0.353
(−0.5, 0) 0.492 0.444 0.5
(−0.75, 0) 0.491 0.532 0.612

〈B〉 = 0

λ(ω) = λ̂(σ)ω2/3

(−0.25, 0.25) 0.658 0.073 0.079
(−0.5, 0.5) 0.658 0.115 0.127

(−0.75, 0.75) 0.649 0.136 0.167

Table 5.2: Comparison of analytical prefactor for the three cases with the numerical prefac-
tor. For this table, N = 107.

data thus obtained for different ω and the power law fit, Cωs, for the data with C and s as

fitting parameters. We see that the values of s obtained for the three casses, 〈B〉 > 0, 〈B〉 < 0

and 〈B〉 = 0, agree reasonably well with the theoretically expected values. The prefactor,

C, obtained for the three cases also seems to agree with the expected values from theory, see

Table 5.2.

We now have the behaviour of the Lyapunov exponents at small ω for Eq. (5.26) and we

found this to be different depending on the expectation value of the random magnetic field.

The transmission is determined by f+
N as well as f−N and these two have different Lyapunov

exponents for 〈B〉 6= 0, therefore the larger of the two exponents will dominate in the

transmission. This is the Lyapunov exponent for f−N for 〈B〉 > 0, while for 〈B〉 = 0, f+
N and

f−N have the same Lyapunov exponent. In the next section, we determine the size dependence

of the current using these results for the Lyapunov exponents.

5.3.3 Size dependence of the current

We now have the small ω behaviour of λ(ω) for the transmission. We found this to be

different for 〈B〉 6= 0 and 〈B〉 = 0, so we expect different power laws for the current for the

two cases. The boundary conditions will also play a role in the power law via the small ω

behaviour of T∞(ω). We therefore take the cases 〈B〉 6= 0 and 〈B〉 = 0 separately for the
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Boundary Conditions Average magnetic field T∞(ω) λ(ω) Power law for the current 〈JN〉
Fixed 〈B〉 6= 0 ∼ ω3/2 ∼ ω ∼ 1/N5/2

Fixed 〈B〉 = 0 ∼ ω2 ∼ ω2/3 ∼ 1/N9/2

Free 〈B〉 6= 0 ∼ ω1/2 ∼ ω ∼ 1/N3/2

Free 〈B〉 = 0 ∼ ω0 ∼ ω2/3 ∼ 1/N3/2

Table 5.3: Power law for the current for different boundary conditions and average magnetic
fields.

(a) 〈B〉 6= 0 (b) 〈B〉 = 0

Figure 5.7: Numerically obtained power laws for the average current, averaged over 100
realizations of the disorder, with fixed and free boundary conditions. For 〈B〉 > 0, Bn is
chosen from (1, 3) while for 〈B〉 = 0, Bn is chosen from (−2, 2).

two boundary conditions.

Fixed boundary conditions:

(a) For 〈B〉 6= 0, T∞(ω) ∼ ω3/2 and λ(ω) ∼ ω. Therefore using these in Eq. (5.46) we have

〈JN〉 ∼ 1/N5/2.

(b) For 〈B〉 = 0, T∞(ω) ∼ ω2 and λ(ω) ∼ ω2/3 which gives 〈JN〉 ∼ 1/N9/2.
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Free boundary conditions:

(a) For 〈B〉 6= 0, T∞(ω) ∼ ω1/2 and λ(ω) ∼ ω which gives 〈JN〉 ∼ 1/N3/2 .

(b) For 〈B〉 = 0, T∞(ω) ∼ ω0 and λ(ω) ∼ ω2/3 which gives 〈JN〉 ∼ 1/N3/2 .

The results are summarized in Table 5.3. Fig (5.7) shows the numerically obtained power

laws for 〈B〉 6= 0 and 〈B〉 = 0. Numerically, the power laws are obtained by calculating

TN(ω) for different ω and then performing the integration numerically. We expect to see

the power law behaviour at some large enough N . We see a reasonable agreement with the

theoretically expected power laws except for the case with 〈B〉 = 0 and free BC, where we

get 〈JN〉 ∼ 1/N2 instead of the expected 〈JN〉 ∼ 1/N3/2 .

The case with 〈B〉 = 0 seems to be quite subtle because of the following reasons:

• The assumption that T∞(ω) may be replaced by the transmission for the uniform

case for small ω does not hold good for 〈B〉 = 0 case. This can be clearly seen from

Fig. (5.8), where we show a comparison of the transmission for small ω for 〈B〉 6= 0 and

〈B〉 = 0 with their respective uniform cases. While 〈B〉 6= 0 shows a clear agreement

with the corresponding uniform case, 〈B〉 = 0 case shows a clear disagreement. It is

not clear how to estimate T∞(ω) for this case.

• Interestingly we note that the transmission coefficient has peaks at much lower fre-

quencies than the ordered case. These peaks correspond to the normal modes of the

isolated chain and it is then of interest to study the system size dependence of the

lowest allowed normal mode frequency, ωNs , for the disordered chains with 〈B〉 6= 0

and 〈B〉 = 0, and the ordered case with B = 0. In Fig. (5.9) we show the scaling of

ωNs with N . We see that, for 〈B〉 6= 0, ωNmax ∼ 1/N while ωNs ∼ 1/N2. Thus, for any

finite but large N , we have ωNmax > ωNs and there are a suffient number of conducting

modes. On the other hand, for 〈B〉 = 0, both ωNmax and ωNs scale as 1/N3/2 and this

could be the reason why our heuristic approach for current scaling fails for this case.
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(a) 〈B〉 6= 0 (b) 〈B〉 = 0

Figure 5.8: Comparison for the transmission for disordered and uniform cases for the two
boundary conditions. For 〈B〉 6= 0, Bn is chosen from (1, 3) while for 〈B〉 = 0, Bn is chosen
from (−1, 1). These are compared with the transmission for the uniform cases with Bn = 〈B〉
respectively.

(a) 〈B〉 6= 0

Figure 5.9: Scaling of lowest allowed normal mode, ωNs with the system size, N . For
〈B〉 6= 0, Bn is chosen from (1, 3) while for 〈B〉 = 0, Bn is chosen from (−1, 1). The B = 0
plot corresponds to the ordered chain (the ordered case B 6= 0 is not shown and has the
scaling N−2).
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5.4 Conclusion

In conclusion, we studied heat transport in an harmonic chain in the presence of a uniform

and disordered magnetic field magnetic field. Using non-equilibrium Green’s function for-

malism we found that the heat current has contribution from two different terms involving

two different Green’s functions G+
1 (ω) and G+

2 (ω). for any spatial configuration of magnetic

field. These can be interpreted physically as the transmission amplitude of a transverse

plane wave being scattered without or with the π/2 rotation of its polarization respectively.

This happens due to the fact that the magnetic field couples the x and y coordinates of the

oscillators. We expressed the required components of the Green’s functions as a product of

2× 2 transfer matrices which we used to obtain explicit results for the uniform and random

magnetic field cases. For the uniform case, in the thermodynamic limit, the currents be-

come N -independent and we obtained analytic expressions for the current for free and fixed

boundary conditions. These expressions show that at small ω and B 6= 0, the transmission,

T∞(ω) ∼ ω3/2 for fixed boundary and T∞(ω) ∼ ω1/2 for free boundary.

We next considered the case where the magnetic field is disordered and derived power laws

for the current with respect to the system size. The power laws were found to be sensitive to

boundary conditions and the expectation value of the magnetic field. This was understood

as arising from the different behaviour of the Lyapunov exponent λ(ω) and T∞(ω) for small

frequency ω. The small ω behaviour of T∞(ω) was approximated to be the same as for the

uniform case which was dependent on the boundary conditions imposed on the chain. To

estimate the Lyapunov exponent we mapped the discrete time process which determines

the Green’s functions to the motion of a harmonic oscillator with parametric noise. This

not only revealed an interesting connection between the Lyapunov exponents of the two

systems but also showed that the Lyapunov exponent have different behaviour for different

expectation values of the magnetic field. For 〈B〉 > 0, 〈B〉 = 0 and 〈B〉 < 0 we find that

the Lyapunov exponents were of order ω, ω2/3 and ω1/2 respectively. These behaviours

of the Lyapunov exponent were also verified numerically. Using the results for the T∞(ω)

and λ(ω), we make analytic predictions of different system-size dependences of the current,
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depending on the expectation value of the magnetic field and the boundary conditions. For

free boundary conditions the current decreases as 1/N3/2 irrespective of the expectation

value of the magnetic field. However, for fixed boundary conditions the current decreases as

1/N3/2 and 1/N9/2 for 〈B〉 6= 0 and 〈B〉 = 0 respectively. Our direct numerical estimates

show disagreement for the case 〈B〉 = 0, and this is especially clear for the case with free

boundary conditions. We discussed possible reasons for the disagreement, amongst which

is the intriguing numerical observation of the 1/N3/2 system-size dependence of the lowest

normal mode frequency for the 〈B〉 = 0 case. The resolution of this issue remains an

interesting outstanding problem.
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Chapter 6

Conclusions

In this thesis, we looked at transport characteristics of models hosting topological phases

in open system geometries. These models support special edge modes, within topologically

non-trivial parameter regimes, that can carry dissipation less edge currents and are robust,

to a certain degree, to symmetry preserving disorder. Due to the edge modes, topological

phases posses quantized transport properties and therefore, the transport in such models

lies in the ballistic regime. In this regime, the role of the reservoirs and their coupling with

the system play an important role and thus, a microscopic modeling of the reservoirs and its

contacts with the system become important. To that end, the NEGF formalism is a powerful

tool and we used this formalism to study transport characteristics of some models hosting

topological phases and a classical model, namely a chain of harmonic oscillators in presence

of a magnetic field.

In chapter 2, we first considered a general model for a spinless superconducting wire in contact

with reservoirs kept initially at some chemical potentials and temperatures. Using the NEGF

formalism, we derived an exact solution for the nonequilibrium steady state of the wire. From

this solution, we obtained compact expressions for particle, heat currents and other two point

correlators of the model. These expressions were put in standard Landauer from which the

physical interpretations of the different terms became explicit. The physical interpretation

was given in terms of the scattering amplitudes of different scattering processes namely the
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normal transmission, Andreev transmission and the Andreev reflection. We also looked at

other features such as the corrections of high energy bound states to the nonequilibrium

steady state.

As application of this formalism we considered transport properties of the 1D nearest neigh-

bour Kitaev chain and next-to-nearest neighbour Kitaev chain. We looked at particle and

heat transport due to the topologically non-trivial bound states in these models. As expected

from earlier studies [14, 15, 16], the particle conductance shows a zero bias peak of strength

2, in units of e = h = 1, attributed to the presence of the MBS. The thermal conductance,

on the other hand, is zero deep within the topological phase but near the topological phase

transition point, it shows a peak of strength π2k2
BT/6, where T is the temperature of the

reservoirs. The next-to-nearest neighbour Kitaev chain hosts two different topological phases

with one and two topological modes localized at each end. We find that this leads to multiple

peaks in the conductance at the energies of these modes.

In chapter 3, we reconsidered the physical interpretation of different contributions to the heat

and current expressions and analytically demonstrated the equivalence of different terms with

the scattering amplitudes. The NEGF expressions involved multiple transmission coefficients

namely T1(ω), T2(ω) and T3(ω) which were shown to exactly equal the normal transmission,

Andreev transmission and the Andreev reflection of a plane electron wave incident on the

wire from one of the reservoirs, respectively.

In chapter 4, we considered a simple 2D model for a Chern insulator (SBHZ model) in

contact with metallic leads at either ends. We looked at the quantization of the two-terminal

conductance and the nature of the scattering states formed by the edge modes within the

two-terminal setup. We verified that the two-terminal longitudinal conductance is quantized

when the Fermi level is in the band gap of the insulator. We also looked at finite size effects

of the quantized two-terminal conductance and find that the growth of the conductance, to

the quantized value, shows oscillations as a function of both the system size and the system-

reservoir coupling. The oscillation period shows a simple scaling with the system size and

the coupling strength. A proof of the quantization in this open system geometry would be

111



desirable and remains an open problem.

To understand the nature of the scattering states formed by the edge modes, we looked at

the charge denisty and the current density inside the insulator as well as inside the leads. We

find that in the insulating region, the current density due to the edge modes is, as expected,

localized along the boundaries of the sample. Remarkably, for the case when the reservoirs

are in the vicinity of vanishing Fermi levels, we find that even inside the leads, the current

density is highly localized and moves along zig-zag lines at 45◦ to the longitudinal direction.

The current enters the insulator from one corner and leaves at the diagonally opposite corner.

In the last chapter, we considered heat transport due to a harmonic wire in presence of

ordered and disordered magnetic fields. For the ordered case, we showed that the heat

transmission at low frequencies is strongly modified due to the presence of magnetic field by

obtaining the exact experssions for the heat current in the thermodynamic limit. We then

considered the disordered magnetic field case where we were interested in the power law

scaling of the disordered averaged current with the system size. This power law is determined

by the low frequency behaivour of the localization length and the heat transmission. We

showed that the frequency dependence Lyapunov exponent, inverse of the localization length,

of this system is exactly the same as that of a harmonic oscillator with noisy frequency.

The Lyapunov exponents were found to be dependent on whether expectation value of the

magnetic field was zero or non-zero. Using the results for the Lyapunov exponents and

assuming that the transmission at low frequencies is independent of the disorder, we found

the current power laws are different for zero and non-zero expectation value of the magnetic

field. Our direct numerical estimates for the power laws show disagreement for the case

〈B〉 = 0, and this is especially clear for the case with free boundary conditions. We discussed

possible reasons for the disagreement, amongst which is the intriguing numerical observation

of the 1/N3/2 system-size dependence of the lowest normal mode frequency for the 〈B〉 = 0

case. The resolution of this issue remains an interesting outstanding problem.
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Chapter 7

Appendix

7.1 Derivation of the current expression

We present the derivation of the expression for the current in Eq. (2.39) here. We start by

substituting Eq. (2.38) in Eq. (2.37) we get,

JL = 2Im
{∫

dωdω′ei(ω−ω
′)t
〈
c†m(ω){ηLm(ω′) + [Σ+

L(ω′)]mlc̃l(ω
′)}
〉}

(7.1)

Using Eq. (2.33) in the above expression we have, ra

〈
c†m(ω){ηLm(ω′) + [Σ+

L(ω′)]mlc̃l(ω
′)}
〉

= A1 + A2 + A3 + A4 + A5 (7.2)

where,

A1 =

∫ ∞
−∞

∫ ∞
−∞

dωdω′ei(ω−ω
′)t[G−1 (ω)]km

〈
ηL†k (ω)ηLm(ω′)

〉
=

∫ ∞
−∞

dωTr
[
G−1 (ω)ΓL(ω)

]
fL(ω)

113



A2 =

∫ ∞
−∞

∫ ∞
−∞

dωdω′ei(ω−ω
′)t[G−1 (ω)]km[Σ+

L(ω′)]ml[G
+
1 (ω′)]lk′

〈
ηL†k (ω)ηLk′(ω

′)
〉

=

∫ ∞
−∞

dωTr
[
G−1 (ω)Σ+

L(ω)G+
1 (ω)ΓL(ω)

]
fL(ω) (7.3)

A3 =

∫ ∞
−∞

∫ ∞
−∞

dωdω′ei(ω−ω
′)t[G−1 (ω)]km[Σ+

L(ω′)]ml[G
+
1 (ω′)]lk′

〈
ηR†k (ω)ηRk′(ω

′)
〉

=

∫ ∞
−∞

dωTr
[
G−1 (ω)Σ+

L(ω)G+
1 (ω)ΓR(ω)

]
fR(ω) (7.4)

A4 =

∫ ∞
−∞

∫ ∞
−∞

dωdω′ei(ω−ω
′)t[G−2 (ω)]km[Σ+

L(ω′)]ml[G
+
2 (ω′)]lk′

〈
ηLk (−ω)ηL

†

k′ (−ω′)
〉

=

∫ ∞
−∞

dωTr
[
G−2 (ω)Σ+

L(ω)G+
2 (ω)ΓTL(−ω)

]
(1− fL(−ω)) (7.5)

A5 =

∫ ∞
−∞

∫ ∞
−∞

dωdω′ei(ω−ω
′)t[G−2 (ω)]km[Σ+

L(ω′)]ml[G
+
2 (ω′)]lk′

〈
ηRk (−ω)ηR†k′ (−ω′)

〉
=

∫ ∞
−∞

dωTr
[
G−2 (ω)Σ+

L(ω)G+
2 (ω)ΓTR(−ω)

]
(1− fR(−ω)) (7.6)

The imaginary parts of A1, A2, A3, A4 and A5 can be shown to be the following,

Im{A1} =

∫ ∞
−∞

dωTr

[
G−1 (ω)−G+

1 (ω)

2i
ΓL(ω)

]
fL(ω) (7.7)

−1

π
Im{A2} =

∫ ∞
−∞

dωTr
[
G−1 (ω)ΓL(ω)G+

1 (ω)ΓL(ω)
]
fL(ω) (7.8)

−1

π
Im{A3} =

∫ ∞
−∞

dωTr
[
G−1 (ω)ΓL(ω)G+

1 (ω)ΓR(ω)
]
fR(ω) (7.9)

1

π
Im{A4} =

∫ ∞
−∞

dωTr
[
G−2 (ω)ΓL(ω)G+

2 (ω)ΓTL(−ω)
]
(fL(−ω)− 1) (7.10)

1

π
Im{A5} =

∫ ∞
−∞

dωTr
[
G−2 (ω)ΓL(ω)G+

2 (ω)ΓTR(−ω)
]
(fR(−ω)− 1) (7.11)

It is fairly straightforward to show that,

[G−1 (ω)−G+
1 (ω)]/2i = π

[
G+

1 (ω)(ΓL(ω) + ΓR(ω))G−1 (ω) +G+
2 (ω)(ΓTL(−ω) + ΓTR(−ω))G−2 (ω)

]
Substituting this result in Eq. (7.7) and adding up the imaginary parts of the terms A1, A2,

A3, A4 and A5, we obtain the required expression for the current entering the wire from the
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left reservoir to be

JL =

∫ ∞
−∞

dω

(
T1(ω)(f eL(ω)− f eR(ω)) + T2(ω)(f eL(ω)− fhR(ω)) + T3(ω)(f eL(ω)− fhL(ω))

)
,

where G−1 (ω) = [G+
1 (ω)]†, G−2 (ω) = [G+

2 (ω)]† and

T1(ω) = 4π2 Tr
[
G+

1 (ω)ΓR(ω)G−1 (ω)ΓL(ω)
]
, (7.12)

T2(ω) = 4π2 Tr
[
G+

2 (ω)ΓTR(−ω)G−2 (ω)ΓL(ω)
]

and (7.13)

T3(ω) = 4π2 Tr
[
G+

2 (ω)ΓTL(−ω)G−2 (ω)ΓL(ω)
]
. (7.14)

7.2 Derivation of the expressions for bound sate con-

tribution to the correlators

To obtain the contribution of high energy bound states to the two point correlators we begin

by considering form of the Hamiltonian written in Eq. 2.54. Clearly, the equations of motion

for the entire system could be written as, Ċ(t)

Ċ†(t)

 = −iZ

C(t)

C†(t)

 (7.15)

where C(t) and Z are the same as in section 2.4. This directly gives us the full solution of

to be,

cl(t) = i[G1(t)]lmcm + i[G2(t)]lmc
†
m (7.16)

where,

G(t) = −ie−iZtθ(t) =

G1(t) G2(t)

G∗2(t) G∗1(t)

 . (7.17)
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We can also expand this Green’s function in terms of the eigen vectors of the matrix Z as,

[G1(t)]pq = −i
∑
E

e−iEtΨE(p)Ψ∗E(q) and (7.18)

[G2(t)]pq = −i
∑
E

e−iEtΨE(p)Φ∗E(q). (7.19)

where

ΨE

ΦE

 is the eigenvector of the matrix Z with energy E. In the long time limit, it

can be shown that these expressions reduce to [33],

lim
t→∞

[G1(t)]pq = −i
∑
Eb

e−iEbtΨEb(p)Ψ
∗
Eb

(q) and (7.20)

lim
t→∞

[G2(t)]pq = −i
∑
Eb

e−iEbtΨEb(p)Φ
∗
Eb

(q). (7.21)

The sum now runs only over the bound states of the Hamiltonian. The Fourier transform of

this green’s function is given by,

G̃(ω) =

G̃1(ω) G̃2(ω)

G̃∗2(ω) G̃∗1(ω)

 =
1

ω + iε−Z
(7.22)

Using these Green’s function we can obtain the two point correlators of the system as a sum

of the steady state contribution and the bound state contribution. To see this explicitly,

we first need to relate the components Green’s functions G̃1(ω) and G̃2(ω) with the Green’s

functions G+
1 (ω) and G+

2 (ω). Note that G+
1 (ω) and G+

2 (ω) are matrices of dimension N while

G̃1(ω) and G̃2(ω) are matrices of dimension NS. So, we split G̃1(ω) and G̃2(ω) as follows,

G̃1(ω) =


GW

1 (ω) GWL
1 (ω) GWR

1 (ω)

GLW
1 (ω) GL

1 (ω) GLR
1 (ω)

GRW
1 (ω) GRL

1 (ω) GR
1 (ω)

 (7.23)

where the components of GW
1 (ω) are given by [G̃1(ω)]ij, the components of GWL

1 (ω) are given

by [G̃1(ω)]iα and like wise for the other matrices in this equation. We remind the reader here
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that i, j,m, n denote the sites on the wire while as α, µ, ν and α′, µ′, ν ′ denote left bath and

right bath sites respectively. G̃2(ω) can be split similarly. We now rewrite Eq. 7.22 in the

following block form,



ω −HW −VL −VR −K 0 0

−V †L ω −HL 0 0 0 0

−V †R 0 ω −HR 0 0 0

K∗ 0 0 ω +H∗W V ∗L V ∗R

0 0 0 V †∗L ω +H∗L 0

0 0 0 V †∗R 0 ω +H∗R





GW
1 GWL

1 GWR
1 GW

2 GWL
2 GWR

2

GLW
1 GL

1 GLR
1 GLW

2 GL
2 GLR

2

GRW
1 GRL

1 GR
1 GRW

2 GRL
2 GR

2

GW∗
2 GWL∗

2 GWR∗
2 GW∗

1 GWL∗
1 GWR∗

1

GLW∗
2 GL∗

2 GLR∗
2 GLW∗

1 GL∗
1 GLR∗

1

GRW∗
2 GRL∗

2 GR∗
2 GRW∗

1 GRL∗
1 GR∗

1


= I

From this we obtain the following required relations,

GW
1 (ω) = G+

1 (ω) , GW
2 (ω) = G+

2 (−ω) (7.24)

GWL
1 (ω) = G+

1 (ω)VLg
+
L (ω) (7.25)

GWR
1 (ω) = G+

1 (ω)VRg
+
R(ω) (7.26)

GWL
2 (ω) = G+

2 (−ω)V ∗Lg
+∗
L (ω) (7.27)

GWR
2 (ω) = G+

2 (−ω)V ∗Rg
+∗
R (ω) (7.28)

We can now consider the two point correlators of the wire operators. Assuming initially that

there is no correlation between the wire and the baths we can be write these as,
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〈
c†l (t)cm(t)

〉
=
∑
αν

[
[G†1(t)]αl

〈
c†αcν

〉
[G1(t)]mν + [G†2(t)]αl

〈
cαc
†
ν

〉
[G2(t)]mν

]
+
∑
α′ν′

[
[G†1(t)]α′l

〈
c†α′cν′

〉
[G1(t)]mν′ + [G†2(t)]α′l

〈
cα′c

†
ν′

〉
[G2(t)]mν′

]
(7.29)

+
∑
ij

[
[G†1(t)]il

〈
c†icj

〉
[G1(t)]mj + [G†2(t)]il

〈
cic
†
j

〉
[G2(t)]mj

]

〈cl(t)cm(t)〉 =
∑
αν

[
[G1(t)]lα

〈
cαc
†
ν

〉
[G2(t)]mν + [G2(t)]lα

〈
c†αcν

〉
[G1(t)]mν

]
+
∑
α′ν′

[
[G1(t)]lα′

〈
cα′c

†
ν′

〉
[G2(t)]mν′ + [G2(t)]lα′

〈
c†α′cν′

〉
[G1(t)]mν′

]
(7.30)

+
∑
ij

[
[G2(t)]li

〈
c†icj

〉
[G1(t)]mj + [G1(t)]li

〈
cic
†
j

〉
[G2(t)]mj

]

where 〈c†pcq〉 and 〈cpc†q〉, p, q denoting sites anywhere in the entire system, are the initial

correlations of the system which are determined by the initial states of the reservoirs and

the wire. Note that the full solution depends on the initial state of the wire. We assume

that the wire operators are initially un-correlated i.e. 〈c†icj〉 = 0 and 〈cic†j〉 = δij which is the

same as choosing the initial state of the wire to be |0〉 〈0|. The expressions in Eq. (7.24-7.28)

enable the use of a similar algebra as in Ref. [33] to obtain,

〈c†l (t)cm(t)〉 = NSS
lm +NBS

lm (t) and (7.31)

〈cl(t)cm(t)〉 = MSS
lm +MBS

lm (t), (7.32)

where NSS
lm and MSS

lm are the steady state contributions given by Eq. 2.51 and Eq. 2.52

respectively. NBS
lm (t) and MBS

lm (t) are the bound state contributions to these correlators

which are defined by Eq. 2.62 and Eq. 2.63 respectively.
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7.3 Lyapunov exponent for a harmonic oscillator with

parametric noise

In order to obtain an expansion of λz(ε) we follow the strategy developed by Pardoux et al.

in [78] and by Wihstutz in [79]. The first step of the proof is to use the ergodic theorem to

obtain an explicit formula (see Eq. (7.38)) for λz(ε) instead of Eq. (5.48). In the second step

we perform a perturbation analysis in ε with this new expression.

First we express the solution of the 2-dimensional SDE (zt)t≥0 in terms of a 1-dimensional

SDE. Define (θt)t≥0 to be the solution of

θ̇t = h0(θt) +
1

2
ε2∂θh1(θt)h1(θt) + εh1(θt)ξt , (7.33)

with

h0(θ) = sin2(θ)(c− 1)− c and h1(θ) = −σ cos2(θ) . (7.34)

One can check that

zt = Rt (cos(θt), sin(θt))
>

where

Rt = ‖z0‖ exp

(∫ t

0

[
q0 (θτ ) + ε2r (θτ )

]
dτ − ε

∫ t

0

q1 (θτ ) ξτdτ

)
, (7.35)

with

q0(θ) = (1− c) cos(θ) sin(θ) , q1(θ) = σ2 cos(θ) sin(θ) , (7.36)

r(θ) =
σ2 cos2(θ)

2

[
2 cos2(θ)− 1

]
. (7.37)

Observe that ‖zt‖ = Rt. Moreover, since in Eq. (7.33) the noise is vanishing exactly at the

points θ∗k = (2k + 1)π/2, k ∈ Z, and that the drift in Eq. (7.33) at θ∗k is equal to −1, we see

that starting from θ0 ∈ [θ∗k−1, θ
∗
k) the process (θt)t≥0 will pass successively in the intervals
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θ0 ∈ [θ∗` , θ
∗
`+1) for ` ≤ k − 1 without coming back to an interval previously visited. This

defines a sequence of random times t` = inf{t ≥ 0 ; θt ∈ [θ∗k−`−1, θ
∗
k−`)} for ` ≥ 0 with

t0 = 0. The process is thus clearly not ergodic. A simple way to restore this ergodicity (that

will be needed later) is to consider the process (θ̃t)t≥0, living in [−π/2, π/2), and defined by

θ̃t = θt + (k − `)π for t ∈ [t`, t`+1). The process θ̃t satisfies the same stochastic differential

equation as (θt)t≥0 but when it reaches −π/2 it is immediately reseted to π/2. Equivalently

(θ̃t)t≥0 is solution of Eq. (7.33) but seen as a SDE on the torus [−π/2, π/2) where the two end

points of the interval have been identified. The process (θ̃t)t≥0 has now the nice property to

be ergodic. We denote by ρε(θ)dθ its invariant measure which is computed below. Observe

moreover that Eq. (7.35) still holds by replacing θ by θ̃ because the functions q0, q1, r are

π-periodic. In order to keep notation simple we denote in the sequel the process θ̃ by θ.

By definition (5.48) of Lyapunov exponent and Eq. (7.35) we get that

λz(ε) = lim
t→∞

1

t

〈∫ t

0

[
q0 (θτ ) + ε2r (θτ )

]
dτ + ε

∫ t

0

q1 (θτ ) ξτdτ

〉
= lim

t→∞

1

t

〈∫ t

0

[
q0 (θτ ) + ε2r (θτ )

]
dτ

〉
,

since 〈
∫ t

0
q1 (θτ ) ξτdτ〉 = 0. Then by using the ergodic theorem we obtain

λz(ε) =

∫ π/2

−π/2

[
q0(θ) + ε2r(θ)

]
ρε(θ)dθ . (7.38)

The expansion in ε for λz(ε) can then be obtained from the expansion of ρε.

Before doing this we prove Eq. (5.49), i.e. that the process (zt)t≥0 =
(
(ut, vt)

>)
t≥0

and the

process (ut)t≥0 have the same Lyapunov exponent. By definition we have

lim
t→∞

1

t
〈log |ut|〉 = lim

t→∞

1

t
〈log ‖zt‖〉+ lim

t→∞

1

t
〈log | cos(θt)|〉 . (7.39)
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Since (θt) is an ergodic process we obtain that

lim
t→∞

1

t
〈log | cos(θt)|〉 = lim

t→∞

1

t

∫ π/2

−π/2
ρε(θ) log (| cos(θ)|) dθ = 0 .

This proves the claim.

Let us now compute ρε which is the solution of the stationary Fokker-Planck equation

∂θ

[
ε2

2
∂θ(h

2
1ρε)− (h0 + ε2

2
h1∂θh1)ρε

]
= 0 . (7.40)

If we look for a solution such that ε2

2
∂θ(h

2
1ρε)− (h0 + ε2

2
h1∂θh1)ρε = 0 we get

ρε(θ) ∝ cos−2(θ)e−
2ε−2

3σ2
tan3(θ)− 2cε−2

σ2
tan(θ)

which is not normalisable. Hence we have to look for a normalisable solution such that

ε2

2
∂θ(h

2
1ρε)− (h0 + ε2

2
h1∂θh1)ρε = A for some constant A. We get then that

ρε(θ) = Z−1
ε vε(θ) cos−2(θ)

∫ tan(θ)

−∞
exp

(
2ε−2

3σ2
u3 +

2cε−2

σ2
u

)
du

with

vε(θ) = exp

{
−2ε−2

3σ4
tan3(θ)− 2cε−2

σ4
tan(θ)

}
and Zε the partition function making ρε a probability. Injecting this in Eq. (7.38) we may

derive the results claimed by a careful saddle point analysis. We prefer instead to rely on a

more heuristic analysis to bypass boring computations.

It is natural to expect that as ε → 0 the stationary measure ρε(θ)dθ will converge to the

one of θ̇t = h0(θt) (i.e. Eq. (7.33) with ε = 0). However as we will see this deterministic

dynamical system has different behaviours depending on the value of c and that in some

cases we have also to compute the next order corrections.
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If c > 0, the deterministic dynamical system has a unique invariant state ρ0(θ)dθ with

ρ0(θ) = −
√
c
π
h−1

0 (θ) because h0 never vanishes on [−π/2, π/2). Hence ρε → ρ0 as ε → 0.

However, since
∫ π

0
q0(θ)ρ0(θ)dθ = 0, we have to expand ρε at order ε2 to obtain the behavior

of λε in Eq. (7.38). Let us assume that ρε = ρ0 + ε2δρ0 + o(ε2), inject this in Eq. (7.40) and

identify the powers in ε. We obtain that

∂θ[h0 (δρ0)] = 1
2
∂θ
[
∂θ(h

2
1ρ0)− (h1∂θh1)ρ0

]
which implies, since

∫ π/2
−π/2(δρ0)(θ)dθ = 0 that

δρ0 = A
h0

+ 1
2h0

[
∂θ(h

2
1ρ0)− (h1∂θh1)ρ0

]
.

We deduce that

δρ0 =
A

h0

+
σ2
√
c

π

(
sin(θ) cos3(θ)

h2
0

+ (c− 1)

(
cos5(θ) sin(θ)

h3
0(θ)

))
.

Since
∫ π/2
−π/2(δρ0)(θ)dθ = 0 we obtain A = 0 and

δρ0 =
σ2
√
c

π

(
sin(θ) cos3(θ)

h2
0

+ (c− 1)

(
cos5(θ) sin(θ)

h3
0(θ)

))
.

Hence we get that

λz(ε) = ε2

∫ π/2

−π/2
(r(θ)ρ0(θ) + q0(θ)δρ0(θ)) dθ + o(ε2) .

By the change of variable x = tan(θ) we get

∫ π/2

−π/2
r(θ)ρ0(θ)dθ =

σ2
√
c

2π

∫ ∞
−∞

x2 − 1

(1 + x2)(x2 + c)
dx =

σ2

2(
√
c+ 1)2

.∫ π/2

−π/2
q0(θ)δρ0(θ)dθ = σ2

(
(4
√
c+ 1)(c− 1)2

8(
√
c+ 1)4c

+
1− c

2(
√
c+ 1)3

)
.
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Hence we finally get

λz(ε) = ε2σ
2

8c
+ o(ε2).

This proves case (ii).

If c < 0 then c
c−1
∈ (0, 1) and the function h0 vanishes on [−π/2, π/2) if and only if θ ∈

[−π/2, π/2) is solution of

sin2(θ) =
c

c− 1
.

There are two solutions θ∗ > 0 and −θ∗ < 0. The deterministic dynamical has two extremal

invariant probability measures given by δ±θ? . Since h′0(θ∗) < 0 < h′0(−θ∗), δ−θ∗ is unstable

while δθ∗ is stable. By introducing noise in this dynamical system the stable stationary state

is selected when the intensity of the noise is sent to zero afterwards, i.e. ρε(θ)dθ → δθ∗ . We

conclude that

lim
ε→0

λz(ε) = q0(θ∗) =
√
|c| .

This proves case (iii).

The case c = 0 is more delicate. Since h0(·) = − sin2(·), the unique invariant measure

for the deterministic dynamical system is δ0 (stable) and we expect that ρε(θ)dθ → δ0 as

ε → 0. Observe however that q0(0) = 0 so that we have to find the first correction to the

approximation of ρε to δ0. Due to the singularity of the Dirac mass we cannot perform an

expansion analysis in ε. Hence we will use another argument to get item (i). Consider the

following linear transformation Tε =
(
ε2/3 0

0 1

)
which is such that ε2/3‖z‖ ≤ ‖Tεz‖ ≤ ‖z‖ for

any z ∈ R2 and ε ≤ 1. This implies that (zt)t≥0 and (Tεzt)t≥0 have the same Lyapunov

exponent. Expressing as we did before

ẑt := Tεzt = ‖ẑt‖(cos θ̂t, sin θ̂t)
>

we notice that

˙̂
θt = ε2/3

(
− sin2(θ̂t)− σ2 sin

(
θ̂t

)
cos3(θ̂t)

)
− ε1/3σ cos2(θ̂t)ξt ,
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which implies by scaling invariance of the white noise that θ̂t = αtε2/3 where

α̇t =
(
− sin2(αt)− σ2 sin(αt) cos3(αt)

)
− σ cos2(αt)ξt .

If ρ̂(α)dα is the unique invariant measure for (αt)t≥0 we have by a scaling argument that the

Lyapunov exponent satisfies

λz(ε) = ε2/3λ̂(σ)

with

λ̂(σ) =

∫ π/2

−π/2
(q0(α) + r(α)) ρ̂(α)dα, (7.41)

where q0 and r are defined respectively in Eq. (7.36) and Eq. (7.37) with c = 0. To obtain

the value of λ̂(σ) it is sufficient to find ρ̂ which is the unique normalisable function of the

Fokker-Planck equation associated to the process(αt)t≥0, i.e.

ρ̂(α) = Ẑ−1 cos−2(α)e−
2

3σ2 tan3(α)

∫ tan(α)

−∞
exp
(

2u3

3σ2

)
du ,

where Ẑ is the normalisation constant making ρ̂ a probability measure.

124



Bibliography

[1] M. Z. Hasan and C. L. Kane, Reviews of modern physics 82, 3045 (2010).

[2] J. E. Moore, Nature 464, 194 (2010).

[3] A. Agarwala, A. Haldar, and V. B. Shenoy, Annals of physics 385, 469 (2017).

[4] E. H. Hall et al., American journal of mathematics 2, 287 (1879).

[5] D. Obana, F. Liu, and K. Wakabayashi, Physical review B 100, 075437 (2019).

[6] A. Y. Kitaev, Physics-Uspekhi 44, 131 (2001).

[7] F. D. M. Haldane, Physical review letters 61, 2015 (1988).

[8] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science 314, 1757 (2006).

[9] C. L. Kane and E. J. Mele, Physical review letters 95, 146802 (2005).

[10] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger, D. Greif, and

T. Esslinger, Nature 515, 237 (2014).
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